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HOW TO USE QSARINS (version 2.2.4, 2019)  

QSARINS (QSAR-INSUBRIA) (presented in “QSARINS: A New Software for the Development, 

Analysis, and Validation of QSAR MLR Models”, Journal of Computational Chemistry, Software 

News and Updates, Gramatica et al., 2013, 34, 2121-2132 and in the new version “QSARINS-

Chem: Insubria Datasets and New QSAR/QSPR Models for Environmental Pollutants in 

QSARINS”, Journal of Computational Chemistry,  Software News and Updates, Gramatica et 

al., 2014, 35, 1036–1044)  can be used after obtaining a license from Prof. Paola Gramatica in 

the registration step in www.qsar.it 

Once obtained a license, and agreed the terms of its use, the main screen (Figure 1) appears 

allowing the QSAR developer/user to begin working: 

 

Figure 1. Main window of QSARINS 
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Here it follows a brief explanation of the options of the main screen, in the same order as they 

appear: 

 (or File->New project): Start a new QSARINS project (.qsi) (this option will erase all existing 

data) 

 (or File->Open project): load a QSARINS project (.qsi) 

 (or File->Import data): import data (descriptors, responses, splitting etc.) from external 

source 

 (or File->Calculate descriptors and import): calculate descriptors using PaDEL-Descriptor 

software and directly import the data in QSARINS 

 (or File->Save project): save QSARINS project (.qsi) (this option is disabled until data are 

imported or a project is loaded) 

 (or Analysis->View data): view dataset both in tabulated and in graphical forms (this option 

is disabled until data are imported or a project is loaded) 

 (or Analysis->Data setup): organize data for model calculation (this option is disabled until 

data are imported or a project is loaded) 

 (or Tools->Erase calculated models): erase previously calculated models allowing new 

variable selection and models calculation (see below) 

 (or Analysis->Variable selection and models calculation): set the preferred technique and 

parameters for model calculation (this option is disabled until the data setup has been 

performed) 

 (or Analysis->View and select models): shows the calculated models in tabulated form and 

allows further analysis (this option is disabled until models are calculated) 
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 (or Analysis->View statistics of models from randomized datasets): shows graph and 

statistics of models generated by randomized datasets. 

 (or Tools->Apply PBT index model): apply the Insubria PBT index QSAR model 

(or Tools->Query database): view and query molecules from 

the database (QSARINS-Chem module) 

 (or Tools->Apply developed models): apply stored models to 

new chemicals (QSARINS-Chem module) 

 (or Tools->Calculate ranking): once imported a dataset, 

calculate ranking from data columns (QSARINS-Chem module) 

 (or Tools > Validate experimental vs. predicted data): calculates various validation criteria 

from columns of experimental vs. predicted data and displays relative graphs. 

 (or Tools > Run PaDEL-Descriptor): run PaDEL-Descriptor software.  

 (or Help->QSARINS manual): view QSARINS manual. 

In the Help menu the user can view the general manual and additional information about 

QSARINS, and can import an example dataset for training purpose.  

 

1. Import the dataset 

1.1 Dataset format 

In order to be imported (as .txt or .csv files), a dataset must be formatted according to some 

rules, as in the following example: 
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The first data row contains the labels of the corresponding columns, as the ID and CAS of the 

molecules, the descriptors, the response and the splitting status (training/prediction set). All the 

corresponding columns must contain the same number of rows and all data columns (including 

the labels) must be separated by the same character, called “separator” (in this example a 

tabulation character, but it can be different, as a semicolon, comma, or whatever character, 

provided it is not used by the data themselves). A column of chemicals name (CAS in the 

example above) or ID must precede all the other columns (the order of descriptors, responses 

and splitting columns is unimportant). If both ID and CAS are present, only the second column 

can be selected by QSARINS and treated as chemical names, keeping the same order of input 

data.  

The decimal separator of numerical data must be the dot (hence, dot cannot be used as the 

separator of the columns). 

The splitting columns can have only three values, i.e., 1 if it belongs to the training set, 2 if it 

belongs to the prediction set and 0 if the molecule is not included in any set. 

(Note: PaDEL-Descriptor (Yap, 2011), DRAGON software (DRAGON, 2007) and QSPR-

THESAURUS online platform (QSPR-THESAURUS, 2011), three packages used by the 

Insubria group for the calculation of the descriptors, generate output files that are compatible 

with the aforementioned dataset format). The data file can be saved as .txt or .csv, the two 

formats recognized by QSARINS. 

 

1.2 Importing the dataset 

The dataset, including the list of chemicals, molecular descriptors, response and splitting (if 

already set) can be imported in the following ways from the main window (Figure 1): (the 

number of chemicals and descriptors are basically limited to the machine resources, being the 

maximum allowable data matrix 231x231 elements) 

File > Import, or click the icon  
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The following dialog will appear: 

 

Figure 2. Import data dialog 

 

The first and the second up/down buttons (“Name column” and “Label row”) are used to 

recognize the row of the labels (descriptor names, responses etc.) and the column of the 

chemical names: the row and the column are highlighted in light blue (Row 1 and Col 2 in Figure 

2). The “Missing value” edit box allows modifying the arbitrary internal code -999, which 

corresponds to the lack of the experimental response value in the data matrix. 

The edit box called “Delimiter” allows specifying the character used to separate the data to be 

imported. By default this character is the tabulation (“tab” checkbox in Figure 2). When data are 

imported the two boxes “Rows” and “Cols” (columns) are automatically set to the pertinent 

value. The user can change these values at will, for example to add new chemicals (rows) and 

descriptors or splitting data (columns). 
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The two checkboxes, “exclude if const. > %”, “exclude if corr. > %”, allows to pre-filter data 

before importing them for model calculation. The first option is used to exclude semi-constant 

descriptors, i.e. those having chemical compounds with a constant value for more than a certain 

percentage (suggested value: 80%). The second option serves to exclude descriptors that are 

too inter-correlated (suggested value: 95%). Important note: these two options disable all editing 

functions (see below) of the cells, i.e. data cannot be edited/pasted, rows and columns number 

cannot be added, and so on. For this reason, please, be sure having done with dataset editing, 

otherwise it will be necessary to import it from scratch for having editing options enabled again. 

Important note: Some columns must be excluded during this pre-filtering step, as the 

experimental responses and the splitting ones. This can be done by selecting the columns and 

right-clicking on “exclude from corr. and const. filtering”: the selected/excluded ones will be 

marked in yellow. 

In order to avoid any bias while pre-filtering, it is possible to select a splitting column to force the 

exclusion of constant and correlated variables only using the training set. This can be done by 

selecting the splitting columns and right-clicking on “Select/Unselect splitting for filtering”: the 

selected/excluded splitting column will be highlighted in green, while the rows of the training 

chemicals in light green, as visual hints. 

After the filtering options in the popup menu (Figure 2) there are some additional tools in the 

following order: 

“Search variable”: search any variable among the columns of data. 

“Select row/s” and “Select col/s”: once selected the desired cell(s), these options extend the 

selection to the whole rows/columns depending of the chosen option. 

“Select all”: select the whole dataset. 

“Copy”: copy the selected data into the clipboard. 

“Paste”: paste data from the clipboard. Data will be pasted starting from the top-left selected cell 

in the data grid. 

“Undo”: undo last operation. 
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“Insert row/s”: after having selected the desired number or cells, this option adds the same 

number of rows starting from the bottom of the selection. 

“Delete row/s”: delete the selected rows. 

“Insert column/s”: after having selected the desired number or cells, this option adds the same 

number of columns starting from the right of the selection. 

“Delete columns”: delete the selected columns. 

“Edit cell/s”: fill the selected cells with the value typed in the input dialog box (“Insert new data”). 

“Check dataset”: check the consistency of the dataset. All columns containing invalid data 

(blank, for example) will be highlighted in red. The user can correct the invalid values and check 

again. 

 “Delete column/s with unacceptable data”: this option is enabled when unacceptable data are 

found using the previous option, highlighting in red the corresponding columns. This option 

automatically deletes the columns containing unacceptable data. 

 

 

2. Calculate descriptors and import 

For descriptors calculation, QSARINS uses the latest available version, at the time of this 

release, of PaDEL-Descriptor software (Yap, 2011). 

Before continuing in this description, it is here recalled that in order to run PaDEL-Descriptor the 

Java runtime environment (TM Sun Microsystems, Inc., see http://www.java.com ) must be 

installed on your system. 

To calculate the descriptors and automatically put the resulting data in the Import dataset 

session, the user must select the following option from the main window: 

 File > Calculate descriptors and import, or click the icon  

http://www.java.com/
http://www.java.com/
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The user will then asked to select the folder containing the structural files, which must be in one 

of the format allowed by PaDEL-Descriptor (suggested formats for optimal calculations are MDL 

MOL and SMILES-.smi). After selecting the folder, a dialog box appears to remember the user 

loading the “qsarins.cfg” file when the main screen of PaDEL-Descriptor appears. This file is 

essential to automatically link the output or PaDEL-Descriptor with QSARINS (See Figure 3 to 

see how to load the configuration file). 

 

Figure 3. Loading of the QSARINS configuration file for PaDEL-Descriptor. 

At this point the user can change the PaDEL-Descriptor options at wish, provided that the Fields 

“Molecules directory/file” and “Descriptor output file” are not modified, otherwise QSARINS 

cannot get automatically the calculated descriptors. The selected options can be stored, for 

future sessions, overwriting the file “qsarins.cfg” (using the “Save configuration” option from the 

“File” menu of PaDEL-Descriptor). Once the configuration file is loaded, the user can proceed 

with the calculations of PaDEL-Descriptor; once finished, the descriptors will be automatically 

loaded in the Import data dialog. 
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2.1 Updating PaDEL-Descriptor software 

After this release of QSARINS it is likely that, after some time, new versions of PaDEL-

Descriptor software will be available from the hosting website (http://padel.nus.edu.sg). 

Provided that the future versions will not change too much from the current software structure 

(usually authors tend not changing it for compatibility reasons with the previous versions), the 

user can update (for the QSARINS environment) the version of PaDEL-Descriptor in the 

following way: 

1) Locate the PaDEL folder within QSARINS folder (e.g. Desktop/QSARINS_V_22). 

2) Make a copy of the PaDEL folder in another place so, in case of mistakes or incompatibilities 

with the new version of PaDEL-Descriptor, it can be easily restored. 

3) Delete the content of the PaDEL folder. 

4) Download and extract the new PaDEL-Descriptor zipped file in the PaDEL folder. It should 

result in something like below: 

 

Figure 4. Update of PaDEL-Descriptor for QSARINS environment. 

http://padel.nus.edu.sg/
http://padel.nus.edu.sg/
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The name “PaDEL-Descriptor.jar” (i.e. the “double clickable” icon that run PaDEL-Descriptor) is 

essential to be so, otherwise QSARINS will not recognize it (in case in the new version the 

name has been changed to something else, renaming it “PaDEL-Descriptor.jar” will be likely not 

to be a concern). It is also essential that “PaDEL-Descriptor.jar” is located in the “PaDEL” folder, 

as exemplified in Figure 4, otherwise QSARINS will not find it. Other files and subfolders of 

PaDEL-Descriptor software may change, but it is likely that they will not impact on our purpose. 

5) Run PaDEL-Descriptor by double clicking on “PaDEL-Descriptor.jar” 

6) Locate and select “Save configuration” option (currently under File menu). Save the current 

configuration as “qsarins.cfg” in the PaDEL folder. 

 

 

3. View data 

Once the data are imported, they can be further explored both in tabulated and in graphical 

forms. To perform this task, the user must select the following option from the main window: 

Analysis > View data, or click the icon  

The following window will appear: 
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Figure 5. View data window 

 

The main window (Figure 5) shows the tabulated data and some options. Data are arranged 

almost in the same way as in the “Importing the dataset” section. 

In QSARINS usually the options available as icons have a counterpart as a popup menu (when 

it is not exactly so, this is due to avoid “too crowded” interfaces, that can be difficult to manage 

by the user). Sometimes, as in the “View data” dialog, the popup menu has also some additional 

options. In this case the last two options (“Search variable” and “Search object”) allow 

searching, within the columns/row, the corresponding variable/object. 

Concerning the options in Figure 5, the icon  (or “Copy” in the popup menu) copies in the 

clipboard the data, previously selected by one of the three subsequent icons where the icon  

(or “Select Row” in the popup menu) selects the corresponding rows, the icon  (or “Select 
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Column” in the popup menu) the corresponding columns and the icon  (or “Select All” in the 

popup menu) selects the whole dataset. 

The following four icons in Figure 5 are used to graphically display the data. The first one ( , 

or “View variables profile” in the popup menu) shows the variable profile, i.e. after choosing a 

certain descriptor all the corresponding values for each chemical are displayed in a graph bar, 

while the second one ( , “View objects profile” in the popup menu) shows the objects (the 

chemicals) profile, i.e. after choosing a certain chemical, the corresponding values of the 

descriptors are displayed. 

As an example, here it follows a variable profile graph (Figure 6): 

 

Figure 6. Graph of variable profile 

 

The first icon from the left ( , or “Copy” in the popup menu) copies the graph into the 

clipboard, while the second icon ( , or “Save” in the popup menu) saves the image as a JPEG 
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or BMP file. Since the user can move the labels at will on the graph, the third icon ( , or 

“Reset labels layout” in the popup menu) resets their position to the default.  

The disposition and function of the just mentioned three icons is the same for all graphs in 

QSARINS. 

The third icon ( , or “View bar chart” in the popup menu) in Figure 5 displays a histogram, as 

in the following example, that shows how many objects fall in the range of values of the selected 

descriptor. The number of bars to be displayed is user-definable (Figure 7). 

 

Figure 7. Histogram bar chart 

 

The fourth icon ( , or “View scatter plot” in the popup menu) in Figure 5 displays a scatter plot 

of a couple of data columns chosen by the user, as in the following example (Figure 8): 
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Figure 8. Variables scatter plot 

 

The single labels option allows the user to display the labels (ID or compound name) singularly 

for every data point. This option is available for every QSARINS scatter plot. Additionally, the 

correlations (r and R2) between the plotted variables are displayed in the white box.  

The last icon ( , or “View correlation matrix” in the popup menu) in Figure 5 shows a 

correlation matrix of all the imported data (Figure 9). The high correlations values are here 

highlighted with different colors:  

- red, correlation greater than 0.90 

- orange, correlation greater than 0.80 

- yellow, correlation greater than 0.70 

These thresholds can be changed by the user (see upper part of Figure 9), allowing to highlight 

any degree of correlation among the data. 
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Figure 9. Correlation matrix of the imported data 

 

Pressing the first icon from the left ( , or “Copy” in the popup menu) copies the data into the 

clipboard, while the second icon ( , or “Save” in the popup menu) save them in a text file. It is 

here recalled that every data matrix displayed in QSARINS have Copy and Save options 

arranged in a similar way. 

 

 

4. Data setup 

Once data are loaded, the user selects the input descriptors, the response to be modeled, which 

molecules are in the training set, in the prediction set and so on. This step is essential to allow 

the subsequent variable selection for modeling (Section 5.1, “Variable selection”). 
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The data setup can be accessed in the following manner from the main window (Figure 1): 

Analysis > data setup, or click the icon  

The following screen (Figure 10) will appear:  

 

Figure 10. Data setup window 

 

The box on the upper left of Figure 10 concerns the variable setup options. In the corresponding 

data grid is possible to select the descriptors, the response and (if already available) the pre-

assigned splitting status (training/prediction/excluded) by means of the specific buttons 
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(“Select/Hold/Release Var”, “Select/Release Resp” and “Set splitting”) or using the pop-up menu 

(mouse right click). By double-clicking on a single cell of the data grid the options Selected/ 

Hold/Release(empty cell) are cyclically proposed. Note that a descriptor with one or more 

undefined values (default: -999) for some chemicals cannot be used in MLR model calculation, 

thus it will subsequently automatically excluded in the variable selection (to know which are the 

missing descriptors in the respective chemicals, look at the “Missing values” box). The “Hold 

Var” option keeps fixed the selected descriptors during the following variable selection (see 

section 5.2: “Model calculation”, for further details). “Normalize Var” is used to normalize the 

selected descriptors. “Clear All” resets the selections while “Set Splitting” uses the 

corresponding imported column as the splitting for determining the chemicals status. The “View. 

Resp. d.” option plots the distribution of the responses both for training and prediction sets. The 

“Search variable” option in the pop-up menu allow searching the corresponding variable. 

The latest option of the pop-up menu is for unit conversion (“Convert…”). After selecting the 

variable to be converted (e.g. a response) the following dialog box (with example setup) 

appears: 

 

The first list box determines whether the selected column has to divided or multiplied by the 

corresponding descriptor column (in the example is molecular weight, called “MW” in the 

dataset). The “Conversion factor” determines by which constant the previous result must be 

multiplied (in the example the conversion is from g/l to mmol/l). The “Converted column name” is 

the name of the new converted column that will be generated. The last option is used, if needed, 

to transform the result as +/- ln or log, or by 1/n (in the example is –log (n)). If a transformation 

is requested, an additional untransformed column will be automatically added to the dataset. 



20 

 

The subsequent data grid on the right of Figure 10 concerns the object (chemicals) setup. Once 

loaded, the chemicals are all set as Training, except the chemicals without the response, that 

are set as Unknown. The “Objects setup” allows chemical status (training, prediction, excluded) 

to be manually modified one by one (note: by double-clicking on the cells, 

training/prediction/excluded are cyclically proposed), and saved by clicking the button “Create 

Splitting” (“Delete Splitting” does the opposite, erasing the selected splitting reported in Splitting 

setup box - in the figure is called “Split-0”). The “Reset objects” option set the object status to 

the initial status. 

The last option above the grid is “Filter var.” (Filter variables), that allows filtering the descriptors 

according to the current splitting. In fact, even though descriptors can be filtered in the import 

data section (see 1.2 Importing the dataset), afterwards different object splittings can be 

applied. As a consequence, descriptors that were below the correlation and/or constancy 

thresholds after dataset import, could fall above the thresholds. This could cause problems in 

PCA display (data constancy) and/or models with highly correlated descriptors. 

Pressing to the corresponding button or menu item, the following dialog will appear.  

 

After selecting and adjusting the options to the wanted levels, pressing “Proceed” will 

automatically unselect the descriptors if they are above the threshold/s. 

The box of options “Splitting setup“ is related to the splitting applicable by the user at this step in 

QSARINS (if not already pre-defined in the above step). Note that the “Name” list box is 

automatically filled every time a splitting is saved by the user, both by selecting a pre-assigned 

splitting (if already available) or by creating a new splitting at this step. 

Different kind of splitting can be made using the following options. The “Random percentage” 

option creates a splitting choosing at random molecules as the prediction set, whose 

percentage over the total of molecules is chosen by the corresponding list box. The molecules 
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can be ordered (“Ordered by” box) for alternative splitting in two ways: by responses of the 

modeled end-point (“Response” button) or by structure (“Structure” button) ordering the 

molecules by the first axis of Principal Component Analysis (PCA) (Jackson, 1991) of the 

molecular descriptors first axis (PC1 score). The first and the last values of the ordered 

responses, or alternatively of the PC1 scores, are always set as training, to be sure that the 

prediction set values are within the model applicability domain. The list box, “Second mol”, 

identifies the status of the second molecule (Training or Prediction set). Finally, the “Training 

comp.” and “Prediction comp.” list boxes are used to set how training and prediction set 

molecules are alternated within the range of the ordered responses or PC1 scores. It is here 

important to consider that the first and the last compounds are always set as training, and are 

not influenced by the “Training / Prediction comp.” and “Second mol.” options. It is here recalled 

that these options work from the second to the last but one molecule, not from the first to the 

last. Here it follows an example: 

 

In this case, molecules are ordered according to the response values (ascending order). The 

second molecule is assigned to the prediction set, the third molecule is assigned to the 

prediction set (because “Prediction comp.” asks for 2 consecutive prediction set chemicals), and 

the subsequent three compounds are assigned to the training set (because “Training comp.” 

asks for 3 consecutive training set chemicals). The following responses are set alternatively as 

2 predictions and 3 training, till the last but one molecule. The user can arbitrarily modify all 

these sequences. 

The “Swap” option exchanges the training with the prediction set of the current splitting. 

Concerning all splitting options, the molecules with the lowest and the highest experimental 

response value are always set automatically as training, to keep the whole response domain 

while developing the models. Should the user decide otherwise, the status of these molecules 

must be changed manually.  
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Once the splitting is set by the user, it can be saved using the “Create splitting” button of the 

“Object setup” section. The new splitting column can be viewed in the View Data option from the 

main menu (Analysis > View data). 

The “Var PCA” button calculates a Principal Component Analysis (PCA) of the selected 

descriptors both by score plot, in order to check whether the molecules are clustered by 

structures and/or detect structural outliers, and by the loading plot, that shows which descriptors 

are influential for the aforementioned (if any) clusters/outliers (Figure 11). The chemicals of 

training and prediction sets, as well the unknown chemicals, are differently labeled to verify the 

distributions of the sets. Here it follows an example of the plotting: 

  

Figure 11. PCA (Score plot and Loading plot) of the selected descriptors 

 

Other than saving ( ) the images as JPEG or BMP, the user can save the PCA tabulated data 

(Scores and Loadings) as text (.txt) file. This option is available for every PCA generated by 

QSARINS.  

The “Des. from PCA” button creates new descriptor variables, deriving from the calculation of 

the PCA of the selected descriptors. Those new descriptors, called PCs, can then be used as 

modelling variables for the calculation of the corresponding models: this technique is called PC 

Regression (PCR). This is useful when there is a need for orthogonal variables that condense 

more than one descriptor  
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The “Correlation” button shows the correlation matrix of the selected descriptors and/or 

responses (or any other imported data), as reported and commented above (Section 3 “View 

Data”). 

The “Single Model” button calculates the model using the selections made in the Variable and 

Object data grids, and display the results both in tabulated and in graphical form. This option 

can be applied here if a QSAR model, based on few descriptors, has been already developed 

(also by other software) or if a modeler applies a personal selection of molecular descriptors. 

Regarding the analysis of a single model, since visualizing models is a shared feature with other 

options of QSARINS, it will be explained in a separate following section (10, “Analysis of Single 

Models”).  

The “LOF smooth” list box value is the smoothness factor to be used for the Friedman Lack Of 

Fitting (LOF) calculation (Friedman 1991). The LOF penalizes the addition of descriptors in the 

model equation, and the smoothness factor is used to regulate the amount of penalty. 

The remaining boxes of Figure 10 are informative ones concerning the selected variables, the 

variables containing missing values (that will be automatically excluded from model calculation) 

and the status of the selection made by the user (i.e. how many variables have been selected, 

how many chemicals are in the training set, how many in the prediction set and so on). 

 

5. Variable selection and Model calculation 

5.1. Variable selection  

After the data setup has been completed, the next step is an automated procedure for choosing 

the variables to be used for models calculation. Pressing in the main screen (Figure 1): 

 Analysis -> Variable selection and models calculation, or click the icon  

 

the following dialog (Figure 12) will appear: 
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Figure 12. Variable selection dialog 

 

The user can apply the following approaches for variable selection (Figure 12, note: 

“Randomize dataset” is explained in section 8.) 

- All subset: QSARINS explores all the possible combinations of the selected descriptors up to a 

user defined number of modeling variables (in the list box “All subset until”). The number of all 

the possible combinations is displayed by the software in the “Combinations” box. A warning 

message will be displayed if the number of combination seems too high. It is suggested to apply 

always this step till models based on 2-3 variables, in order to explore all the low-dimension 

combinations of descriptors.  

- Hold model and add selected variables: in the data setup dialog (see section 4, “Data setup”) it 

is possible to select the variables as “Hold”. Such variables are kept fixed in the variable 

selection procedure, while all the remaining selected variables are iteratively added one by one 

to this set. In short, such a procedure allows to calculate a set of models based on the preferred 

descriptors (the hold variables), but adding iteratively a new different descriptor. 
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- Genetic Algorithm (GA) setup: QSARINS executes the all subset variable selection and 

models calculation until the user selected model size is reached (“All subset until”). Usually the 

size of models that can be calculated by the all subset is limited by the number of combinations, 

which easily reaches a huge value. It is thus possible to continue variable selection by means of 

a genetic algorithm (GA) which aim is to find the best model based on the best combinations of 

variables without exploring them all. To apply this technique the user must select a model size 

in the checkbox “GA until”: this way QSARINS is enabled to continue with GA (Tournament 

Selection method, Haupt and Haupt, 2004). 

Once selected, a second list box called “gen. per size” is activated allowing the user to choose 

how many GA iterations must be performed (the user can anyway stop the GA before the 

number of iterations has been reached, pressing the “Done” button as indicated in section 5.2, 

“Model calculation”). 

Alternatively, the software automates the model size increase. In this case, if we set a bigger 

size as the one indicated by default in the “GA until” list box, as for example 4 from a 

hypothetical base model size 2, and we press the “Calculate" button leaving the procedure 

running, the models of size from 2 to 4 will be calculated, iterating the GA for the number of 

times reported in the “gen. per size” list box. Once calculations have been performed, the user 

can continue the GA, calling again the Variable selection dialog.  

In addition, for the whole variable selection procedure, the user can set: 

- the fitness function (𝑄LOO
2 or 𝑅adj

2  to be maximized, LOF or RMSECV to be minimized) 

applied by QSARINS also to sort the models meanwhile they are generated.  

- the QUIK rule (Todeschini et al., 1999) to automatically exclude the models, where the 

correlation between the block of the descriptors and the response (Kxy) is lower than or 

too similar to the inter-correlation among the descriptors (Kxx). This difference should be 

the highest as possible. (it is suggested to set a value ≥ 0.05, i.e. Kxy-Kxx ≥ 0.05) 

- The minimum acceptable significance level for all equation coefficients and intercept. 

- the number of models per size to be stored (only the best, according to the selected 

fitness function) 

- the population size (“Pop. size”): number of models on which GA evolves (the bigger it 

is, the better the GA works because it can use more “chromosomes” thus exploring more 

combinations, but the slower are the GA iterations. It is up to the user to find a good 

tradeoff).  
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- Mutation rate (%) (“Mut. rate”) applied during the GA iterations, to generate a pool of 

descriptors “variegated” by random mutations. 

When choosing how many variables have to be used for calculations, if their number respect to 

the objects is too high, the user will be warned. 

It is here recalled that, once the procedure is completed, i.e. the “Calculate” button has been 

pressed and the model calculation (see section 5.2, “Model calculation”) is finished, it is possible 

to call again the variable selection procedure and continue with the GA. In this case the 

following dialog will appear asking whether to continue the GA iterations using the same model 

size of the previous calculations or increasing the final model size: 

 

 

Once chosen the number of variables for restarting the GA, the dialog of variable selection 

(Figure 12) will appear and the user can set again the model size, number of iterations for 

variable, population size, number of model per size, fitness function, QUIK rule and mutation 

rate.  

The GA procedure will restart adding to the previous population of models the new 

combinations of variables, according to the selected parameters (Figure 12).  

5.2. Model calculation 

Once the variable selection setup has been completed and the model calculation begins, the 

following dialog box (Figure 13) appears: 
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Figure 13. All Subset-Models calculation dialog 

 

The best 15 models, according to the chosen fitness function, are displayed (Figure 13) to warn 

the user on the proceeding of the model calculation. To abort the model calculation the user can 

press the ESC key. 

When the all subset calculations are completed, the variable selection by GA is executed (if 

previously selected in the variable setup), displaying the following dialog (Figure 14): 
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Figure 14. Genetic Algorithm-Models calculation dialog 

 

In this screen, the user can visualize the results of GA while it is running, selecting the “Display 

results while running” checkbox (Figure 14). When deactivated, it avoids QSARINS making 

calculations in organizing the data for the display, thus saving some time when there is no need 

to watch data (e.g. during overnight calculations). If activated, the “Display No.” and the “Display 

the best” list boxes become visible. The first list box is used to select the number of best model 

per size to be displayed (in the Figure 14 there is one model for every size till 5 variables). 

However, it is important to note that all the models for each size, according to the settings to 

“Mod. per size” in the “Variable selection” window, are saved and can be visualized. The second 

list box displays the number of best models to be visualized meanwhile they are calculated by 

the GA (in the figure there are 10 models of 5 variables size). 

If the calculations are automatically completed the user will be warned, otherwise it is possible 

to stop them at any time pressing the “Done” button. 
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6. View and select models 

Once the models are calculated, they can be further explored selecting, from the main window 

(Figure 1), the following option: 

 Analysis -> View and select models, or click the icon  

The following window will appear (Figures 15a and 15b): 

 

Figure 15a. Population of calculated models (with Fitting and some CV criteria) 
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Figure 15b. Population of calculated models (with some CV and external criteria) 

 

In these screens, QSARINS visualizes the population of all the calculated models, ordered by 

the selected criterion (𝑅2, 𝑄LOO
2  and so on, 𝑅2 in Figure 15a), using the “Sorted by” list box. The 

column of the selected criterion for sorting the models will be colored (magenta). The columns 

of the validation criteria are differently colored: yellow for fitting, pink for CV and cyan for 

external (Figure 15a and 15b). During the all subset and GA calculation, the models are labelled 

with a unique ID (see ID column in Figure 15a) in order to make easier their identification both 

on the tabulated data and in the graphs. 

The user can select some or all the models in the list and their data can be copied in the 

clipboard (icon  or “Copy” from the popup menu) or saved to a file (icon , or “Save…” 

from the popup menu. In order to avoid repetitions, it is here recalled that all the icons have a 

corresponding voice in the popup menu). 

When sorting per model size (“Size” in the list box) or for the number of external validation 

criteria, (calculated in Section 7, “Model validation”) that are fulfilled (“N. ext. OK” in the list box), 

the second list box on the right is activated (“and by” list box). This allows to sort the models 
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according to the chosen criteria (e.g. 𝑄LOO
2  in the “and by” list box), for instance considering 

firstly the model size. The user can also filter the calculated models by applying the QUIK rule, if 

not selected before in the variable selection dialog, or a more restrictive QUIK rule if it has been 

previously selected (see section 5.1, “Variable selection”). The value of the QUIK rule can be 

changed by selecting the appropriate value from the list box. ”Bad” models according to the 

QUIK rule are automatically unselected, and can be deleted from the list by clicking the filter 

option (icon , see the table below for further details).  

Pressing the “CI” list box it is possible to filter the models according to the magnitude of the 

interval of confidence and significance of the coefficients of models. If the ratio between the 

interval of confidence and the coefficient of one of the model descriptors, or the intercept, is 

greater than the one selected from the list box (from 1.0 to 1.5), then the model will be 

automatically unselected. The same happens if the significance of one of the coefficient, or the 

intercept, is greater than 0.05. By double clicking on the model the user can know, in more 

details, which are and to what extend, the unreliable coefficients (See Section 10, “Analysis of 

single models” for more details). 

The “Only best” options allows to display only a certain number of models, according to the 

selected criteria in the “Sorted by” (or the “and by”) option, deleting the other models. 

During the model selection (either manually and/or by the QUIK rule/CI filters), usually, a certain 

number of models are selected for further analysis, while others are not. To see the list of the 

only selected ones the user must press the  icon (pressing again the icon will restore the 

standard model view). If needed, it is possible to display only the best “m” number of models per 

model size, selecting the desired number in the “Best m x s” box (“m x s” means models per 

size). This will be applied only to the selected model, the unselected ones will not be 

considered. The number of selected models is available under the “Best m x s” box. 

The subsequent row of icons in Figures 15 allows further operations on the models. 

The first four icons are used for manual selection of the models: 

 

: selects the models to be used for filtering, further analysis, validation, PCA, combined 

modeling, etc. 
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: unselects models. 

: selects all models.  

: unselects all models. 

 

Then other icons are for various tools. 

 

: deletes unselected models (either unselected (U status) by the QUIK rule, the CI filter or 

manually by the user pressing the icon ). 

 

: shows the relative frequency of descriptors in the population of calculated models, as in the 

following example (Figure 16), where the bars are the relative frequency of the descriptors used 

by all the models having a size of 3 variables: 
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Figure 16. Relative frequency of descriptors in the population of calculated models 

This tool is informative on the most modeling descriptors in the resulting model population. 

 

 : plots the average values (with their standard deviation) of 𝑅2and 𝑄LOO
2  in relation to the 

number of modeling variables. This is used to evaluate the model performances vs. the size of 

the developed models, and whether any overfitting in the resulting populations of models exists. 

In fact, it is known that 𝑅2 values increase when one descriptor is added to the previous one, 

while 𝑄LOO
2  values only increase until useful descriptors are added. Thus, if “noisy” descriptors 

are added to the model (from 4 variables in Figure 17), 𝑄LOO
2 will decrease, showing that the 

predictive power of the model could be deceptive.  
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Figure 17. Plot of R2 and Q2
LOO average values vs. number of modeling variables 

 

 

: plots the values of 𝑄LOO
2  vs. LOF. This is used to evaluate the models performances in 

predictions (𝑄LOO
2 ) vs. the performances in fitting (LOF, which accounts also for the number of 

descriptors used in the models). 
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Figure 18. Plot of Q2
LOO vs LOF 

 

This graph (Figure 18) can help in the selection of the models with the best compromise 

between high predictivity (high 𝑄LOO
2 ) and small dimension (low LOF) (as, for example, the model 

6 in the figure above).  

 

 

: visualizes the performances of the selected model, both in tabulated and in graphical form, 

as explained in Section 10 (“Analysis of Single Models”). 

 

: applies the internal validation tools (LMO, Y-scrambling and random responses/descriptors 

techniques) on the selected models: see section 7 (“Model validation”) for further details. 



36 

 

 

: applies the external validation tools (𝑅EXT
2 , 𝑄𝐹1

2 , 𝑄𝐹2
2 , 𝑄𝐹3

2 , CCC, 𝑟𝑚
2  and 𝛥𝑟𝑚

2 ) on the selected 

models: see section 7 (“Model validation”) for further details. 

 

 

: calculates and count the structural outliers (X-outliers, i.e. those with leverage values above 

the h* value (see Section 10, “Analysis of single Models”) and the residual outliers (Y-outliers, 

i.e. those with predictions above a user defined standardized residual threshold, in this case set 

using the “Res. std” list box). When the icon is pressed the following window appears (Figure 

19): 

 

Figure 19. View counting of the out of limits objects. 
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The first column in Figure 19 reports the name of the chemicals (CAS number in this example; 

the user can also decide to visualize the molecule ID, selecting it on “Show” dialog box, in the 

upper right part of Figure 19). The other columns report the number of models in which each 

chemical is classified as X-outlier (column “High leverage (>h*)”) and Y-outlier for responses 

predicted by model equation and by LOO (columns “Pred. by model eq. res.” and “Pred. by LOO 

res.”, respectively). All chemicals are colored according to the status: yellow for training set, 

blue for prediction set and red if the experimental response is unknown. 

In the above example: the first row means that for the chemical “137641-05-5” there are 10 

models having it as an X-outlier, 11 models predicting it Y-outlier by applying the model 

equation and 13 models predicting it as Y-outlier by LOO. This tool is useful in highlighting 

possible common outliers that the GA population of descriptors selected by GA is not able to 

model and that could be deleted from the dataset, because they are out of the applicability 

domain of the population of models. 

Once this window is closed, the X- and Y- outliers will be counted for every model in the list of 

the main window, as in the following example (Figure 20): 

 

 

Figure 20. Tabulated values of structural and response outliers for each model. 

 

Each row is a different model while the columns have the following meaning: 
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“N. Y-outl. und. mod. eq.” is the number of Y-underestimated outliers (i.e. those with the 

standardized residual smaller than the threshold value set by the user) calculated using the 

model equation. 

“N. Y-outl. over. mod. eq.” is the number of Y-overestimated outliers calculated using the model 

equation. 

 “N. Y-outl. und. LOO” and “N. Y-outl. over. LOO” have the same meaning as the two above, 

except that responses are calculated using LOO predictions instead of using the model 

equation.  

Note that if if the same compound is outlier in all or in most models there is a reasonable doubt 

that the experimental data is wrong and it should be removed . 

For a precautionary approach, in cases of toxicity models, it is suggested to select, among 

models with similar performances, those with the least number of chemicals underestimated as 

less toxic.  

“N. X-outl.” is the number of structural outliers using training and prediction chemicals while “N. 

out AD” is the same, but adding the prediction for the compounds without the experimental 

response (Unknown). 

For a more reliable modeling, it is suggested to select, among models with similar 

performances, those with the least number of chemicals out of AD (thus models with highest 

number of interpolated predicted data and lowest number of extrapolated predictions).  

 

 

The icons ,  and  are related also to the external validation parameters and will be 

explained in the Section 7 (“Model validation”).  
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The icons  and  are used for the selection of the most diverse models to be averaged in 

the Combined modeling , see section 11 (“Combined modeling”) for further details. 

 

7. Model validation 

Since the number of calculations required by the model validation is very large and involve 

random data, at this point it is suggested to save the project (as .qsi), in order to prevent 

possible crashes and data loss.  

During model calculation, only the cross validated and external validation criteria that require 

few calculations (e.g. RMSE, MAE and PRESS) are automatically computed and included into 

the output. If additional criteria, more demanding in terms of calculations, are required, the 

following dialog (Figure 21) for internal validation can be visualized (automatically) by the single 

model option from the “Data setup” (see section 4) or (manually, pressing the  icon, or 

clicking the corresponding popup menu item) from the “View and select models” dialog (see 

section 6). The first box contains four techniques for internal validations that require a high 

number of iterations (this is why they are optional). 

 

Figure 21. Dialog for internal validation 

Internal validation 

The first one is the Leave More (or Many) Out (LMO) technique (Wehrens et al., 2000), that 

iteratively excludes at random, from the training set, a certain percentage of chemicals to be 

used for predictions. The number of iterations can be selected using the “iter” list box, while the 
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percentage of prediction elements (over the entire training set) can be selected using the “% 

pred.” list box (set as 30% by default). The average results of the procedure will be found as 

𝑄LMO
2  [Q2LMO] (squared brackets are here used for the criteria names used in QSARINS). 

Those values must be significantly near to 𝑄LOO
2  of the model, and the randomized values 

of𝑄LMO
2 , of all the iterations, must be not too dispersed.  

The “Y-scramble” list box calculates iteratively a certain number of models (see corresponding 

“iter.” list box) shuffling at random the experimental responses (Eriksson, et al., 2003). The 

results (𝑅𝑌−SCRAMBLE
2 , RMSE Average Y-SCRAMBLE and 𝑄𝑌−SCRAMBLE

2 ) will be stored as [R2Yscr] 

[RMSE AV Yscr] and [Q2Yscr]. 𝑅2 and 𝑄LOO
2  of the model under test must be reasonably higher 

than the scrambled ones, as well as the RMSE of model under test must be reasonably smaller 

than the scrambled ones, to exclude chance correlation in the original model. A similar concept 

is applied to the “Rand. Desc.” and “Rand. Resp.” options. In the first case the responses are 

iteratively generated at random within the range of the true responses, while in the second case 

the descriptors are iteratively generated at random within a reasonable range of true descriptors 

As before, in both cases 𝑅2 and 𝑄LOO
2  of the model under test must be much higher than the 

ones of the random models (𝑅RND−RESP
2  [R2Yrnd], 𝑄RND−RESP

2  [Q2Yrnd] and 𝑅RND−DESCR
2  [R2Xrnd], 

𝑄RND−DESCR
2  [Q2Xrnd]). The second case will exclude that the original modeling descriptors are 

just numbers selected by chance, thus without any structural meaning. 

External validation 

Internal validation is necessary, but not sufficient (Golbraikh, A., Tropsha, 2002, Tropsha et al. 

2003, Gramatica 2007, 2009, 2012-2014), thus in QSARINS rigorous check of the external 

validation can be performed.  

Pressing the  button (or clicking the corresponding popup menu item), it is possible to 

perform the external model validation (that will be asked automatically if we are calculating a 

single model during the data setup, see section 4, “Data setup”) of the following validation 

criteria:𝑅EXT
2  [R2ext](external determination coefficient), 𝑄𝐹1

2  (Shi et al., 2001)[Q2-F1], 𝑄𝐹2
2  

(Schüürmann et. al, 2008)[Q2-F2], 𝑄𝐹3
2  (Consonni et al. 2009, 2010) [Q2-F3], CCC (Lin, 

1989)(Chirico and Gramatica, 2011, 2012) [CCC ext], 𝑟𝑚
2  (Ojha et al., 2011) [r2m aver.] and 𝛥𝑟𝑚

2  

(Ojha et al., 2011)[r2m delta].  
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In relation to the external validation criteria, in the “View and select models dialog: 

 

The icon  visualizes the following dialog (Figure 22) concerning the external validation 

criteria thresholds. 

 

Figure 22. Dialog for setting the external validation thresholds 

 

The user can then set the thresholds of the external validation criteria (𝑄𝐹1
2  [Q2-F1], 𝑄𝐹2

2  [Q2-F2], 

𝑄𝐹3
2  [Q2-F3], CCC [CCC ext], 𝑟𝑚

2  [r2m aver.] and 𝛥𝑟𝑚
2  [r2m delta]) here proposed and applied, as 

in a recent paper, where comparable thresholds were defined (Chirico and Gramatica, 2012). 

These values for the external parameters are used in counting how many external validation 

parameters are fulfilled by the model, this number is found in the “N. ext. OK” column of the 

models list in the “View and select models” main window 

 

As suggested in the paper “A historical excursus on the statistical validation parameters for 

QSAR models: a clarification concerning metrics and terminology” (Gramatica and Sangion, 

2016), the best models that should be selected are those with the highest values for all the 

calculated statistical parameters, in agreement. 

: pressing this icon the Multi-Criteria Decision Making score will be calculated (See Section 

9) 
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8. Check of probability of chance correlation in models using variable selection from 

large pools of descriptors                                                                                                              

While performing the variable selection procedure, a well-known issue concerns the descriptor 

pool size since the larger the number of descriptors, the greater could be the possibility to find a 

correlation by chance with the response. As a general rule, the smaller the number of molecules 

used to develop the model, and the larger the size of the descriptor pool, the higher becomes 

the probability of chance correlation.  

It is thus pivotal to calculate the probability of such an event, repeating the descriptors selection 

procedure many times (i.e. in multiple parallel populations of models) using randomized 

responses. The distribution of the performances of the best randomized models in each 

population is then used to calculate the probability of chance correlation for each model (this 

step is automatically performed by QSARINS).  

In more detail, as mentioned above, this procedure generates, for a number of multiple 

populations of models defined by the user (i.e. iterations), the same number of models as in a 

regular model development session but using randomized responses.  The highest 𝑅2and 𝑄LOO
2  

(the latter is proposed here for coherence with the statistics used in QSARINS) calculated for 

each iteration are stored and compared with  𝑅2and 𝑄LOO
2  values of the not randomized model. 

The difference between the 𝑅2and 𝑄LOO
2  values for randomized and not randomized models is 

quantitatively related to the probability of chance correlation. 

We want to emphasize that the aforementioned procedure should not be confused with the 

randomization procedure (Y-scramble) explained in Sections 7 (“Model validation”) and 10 

(“Analysis of single models”), where the randomization of the responses is applied only to a 

single model, after the variable selection procedure. In this chapter, instead, the focus is on 

the comparison between the performances of the best models in n populations generated 

using the same variable selection procedure, where n-1 populations use randomized 

responses. When a statistically relevant number of 𝑅2and 𝑄LOO
2  values, calculated for the best 

randomized and not randomized models, are similar, the quality of the not randomized model is 

dubious.  

Here it follows an explanatory example, as step by step guide, where an apparently good model 

is tested for the possibility of chance correlation. The model used here as an example is 
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calculated using a small number of molecules (20) and variables selected from a pool of 650 

descriptors. Performances of the model are very good since 𝑄LOO
2  = 0.91, and 𝑅2=0.94 as well 

as the coefficients and the intercept are significant (p values <= 0.0002). Furthermore, the 

classical Y-scrambling procedure, as explained in Section 7 and 10, results in scrambled  𝑅2 = 

0.21 and  𝑄LOO
2  = -0.45, which indicate the absence of chance correlation. 

Let us now apply the additional procedure of randomization described in this chapter.  

- The first step is to set up the same variable selection procedure which leaded to the not 

randomized model, as shown in the Figure 23. 

- The second step consists of choosing the randomization procedure, in this example 

“Permuted responses – original variables”. Note: randomization techniques are many 

(Rücker et al., 2007) but, to avoid confusion, in QSARINS only the ones reasonable for 

QSAR datasets typology and modelling (Katritzky et al., 2008) are available. 

- The third step consists of choosing the number of iterations (25 in this example). Note: 

the whole randomization procedure is very time consuming, therefore in this example the 

number of iterations is relatively low, but anyway reasonable as reported in Rücker et al., 

2007. 

 

Figure 23. Variable selection for the randomization of the dataset 
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The fourth step consists of launching the randomization procedure which should 

generate randomized models with a comparable quality respect to the not randomized 

model. Therefore, the significance level of the model’s coefficients and intercepts chosen 

(“Signif. level” in the variable selection dialog) must be consistent.  

- The fifth and last step compares the statistics among the best models in multiple 

populations and the not randomized model. Once calculations have been completed, the 

icon  is activated. Pressing on this icon, or alternatively from the menu Analysis-

>View statistics of models from randomized datasets, the user will be asked to enter the 

𝑅2  and 𝑄LOO
2  values of the model under scrutiny, as shown below.  

 

After entering the values, a graph showing the statistics of the models generated by 

randomized datasets is shown as in  Figure 24 
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Figure 24. Example of graphs and statistics of maximum 𝑄LOO
2  and 𝑅2 of the models calculated from 

randomized dataset. 

On the ordinate axis the highest 𝑄LOO
2  and 𝑅2 values of the models generated by 

randomization, red and blue dots, are plotted while on the abscissa axis the corresponding 

correlation between the experimental responses and the randomized ones is reported. The 

latter is an important information, since it is essential that the randomized responses are 

highly dissimilar from the original (i.e. the correlation between randomized and not 

randomized responses must be low) to guarantee that the randomization process is effective 

and does not closely reproduce the sequence of the original responses. 

Finally, the probability of chance correlation is reported as “Prob. chance corr.” in the text 

box in the lower right of the graph. In this example the p-values are: average maximum  

𝑄LOO
2  = 0.06 and average maximum 𝑅2 = 0.08. If the acceptable level of probability of chance 
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correlation is less or equal to 0.05 (a commonly used threshold value), as in this example, it 

is not possible to exclude chance correlation at the selected p-value.  

Therefore in this example the quality of the not-randomized model should be considered as 

dubious, accordingly to the additional randomization procedure. 

In this case, if the model was developed using correctly filtered descriptors (avoiding 

collinearity) and  deeply validated, a careful analysis and possibly interpretation of the selected 

descriptors is necessary to guarantee the reliability of the model, even if not substantially 

different from a possible chance correlation. 

 

9. Model selection by MCDM  

The Multi-Criteria Decision Making (MCDM) (Keller et al., 1991) is a technique that summarizes 

the performances of a certain number of criteria simultaneously, as a single number (score) 

between 0 and 1. This is done associating to every validation criteria a desirability function 

which values range from 0 to 1 (where 0 represents the worst validation criteria value and 1 the 

best). The geometric average of all the values obtained from the desirability functions gives the 

MCDM value. By default, pressing the Calculate button, the MCDM of fitting (maximizing 𝑅2,𝑅adj
2  

and CCCTR, while minimizing 𝑅2-𝑅adj
2 ), cross validation (maximizing 𝑄LOO

2 ,𝑄LMO
2  and CCCcv, while 

minimizing 𝑅𝑌−SCRAMBLE
2 ) and external validation (maximizing 𝑄𝐹1

2 , 𝑄𝐹2
2 , 𝑄𝐹3

2  and CCCEXT), are 

automatically calculated using all the corresponding criteria. If one or more of the criteria are not 

available (the user will be warned of this fact), the corresponding MCDM will not be calculated. 

The scores will be displayed in the model list respectively as: MCDM fit (fitting), MCDM cv (cv = 

cross validation = internal validation), MCDM ext (external validation) and MCDM all (calculated 

using all the criteria used for MCDM: fitting, cross validated and external). The model with the 

best MCDM compromise among the selected validation criteria will be sorted as the best, in the 

“View and selects models” window using the “Sorted by” option.  

: this option plots the values of MCDM for external prediction vs. MCDM on fitting, as in the 

following example (Figure 25): 



47 

 

 

Figure 25. Plot of MCDM ext vs. MCDM fit 

In Figure 25, the model 793 has very good fitting performances, but it is not externally predictive, 

while for instance model 730 has very good performances in external predictivity while it is not 

satisfactory for fitting. Models in the upper-right zone of the Figure 25 (circled) show the better 

compromise between fitting and predictivity, and should be selected as the best models. 

 

10. Analysis of single models  

This option is used to explore a QSAR model in full details (Gramatica et al., 2012), both in 

tabulated and in graphical form, to assess its performances. This function can be accessed in 

two following alternative ways: 

 1. Click the button “Single model” in Data setup dialog (Section 4) to analyze a model 

based on the selected descriptors in that step.  

 2. Select one model from the list of calculated ones, as reported in section 6, “View and 

select models” 

Here it follows an example of the single model dialog box (Figure 26): 
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Figure 26. Single model dialog box 

 

The first two icons on the first row in Figure 26 allow to copy ( ) on the clipboard and save 

models data ( ), the subsequent icons (             ) 

display the model performances in graphical form, the icon  displays the PCA (score plot and 

loadings plot) of the model descriptors (useful for the check of the structural domain of the 

selected model), while the last icon ( ) displays the correlation matrix of the modeling 

descriptors. If additional information (QMRF and/or the related .sdf file with modeling 

descriptors) about the single model file (.smd, see below) is available, a  and  icons will 

appear to the right. 
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It is here recalled that in addition to the icons the user can use the popup menu to select the 

tools/options. 

The save model option ( ) proposes two files type: *.txt and *.smd. The first one saves the 

model data as displayed in the dialog, using a text file format, while the second one saves the 

model itself, as a custom file (*.smd), to be applied later using new chemicals (see also Section 

12.2, “Apply developed model”). In order to be available to QSARINS, these files must be 

located in the “models” subfolder of the main QSARINS folder, as exemplified in the following 

figure (Figure 27): 

 

Figure 27. Single model file (.smd) folder location 

If the user wish to add its personal QMRF as a .pdf file, is suffices it has the same name of the 

model and is put in the same folder (e.g. if the model is PBT.smd, the pdf file must be PBT.pdf). 

This also applies for the .sdf files. The  and  icons will be activated at the next launch of 

QSARINS when the single model data are requested. 

The upper data grid in Figure 26 displays the model equation coefficients, the standardized 

coefficients, standard error, the confidence intervals (Co. int. 95%) of the regression coefficients 
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and p-value. It the ratio of the interval of confidence and the descriptor coefficient (or the 

intercept) is greater than 1, the corresponding cell will be highlighted in red (as in figure 26). 

This is because when such ratio is considered (arbitrarily) too high, the coefficient/intercept, 

thus as a consequence the model, should be considered suspect. The same happens for the 

significance (p-value) of the coefficients/intercept (that is related to the corresponding interval of 

confidence). If their value is too high, in this case a p-value greater than 0.10, the corresponding 

cells are highlighted in red. If the value is considered borderline, i.e. between 0.05 and 0.10, the 

corresponding cell is highlighted in yellow, and the models should be considered with caution. 

The middle data grid contains the statistics concerning the model performances, organized in 

the following manner (statistics name in QSARINS are reported in squared brackets): 

Fitting criteria: 𝑅2 [R2], 𝑅adj
2  [R2adj], 𝑅2 − 𝑅adj

2  [R2-R2adj], LOF (Friedman lack of fit criteria) 

[LOF], 𝐾𝑥 [Kxx] (inter-correlation among descriptors), 𝛥𝐾 (difference of the correlation among 

the descriptors (𝐾𝑥) and the descriptors plus the responses (𝐾xy)[Delta K], RMSE [RMSE tr], 

MAE [MAE tr], RSS [RSS tr], CCC [CCC tr], s [s] and F [F]. 

Internal validation criteria: 𝑄LOO
2  [Q2loo], 𝑅2 − 𝑄LOO

2  [R2-Q2loo], RMSE [RMSE cv], MAE [MAE 

cv], PRESS [PRESS cv], CCC [CCC cv], 𝑄LMO
2  [Q2LMO], 𝑅𝑌−SCRAMBLE

2  [R2Yscr], RMSE Average 

Y-SCRAMBLE [RMSE AV Yscr], 𝑄𝑌−SCRAMBLE
2  [Q2Yscr], 𝑅RND−DESCR

2  [R2Xrnd], 𝑄RND−DESCR
2  [Q2Xrnd], 

𝑅RND−RESP
2  [R2Yrnd], 𝑄RND−RESP

2  [Q2Yrnd]. 

External validation criteria: RMSE [RMSE ext], MAE [MAE ext], PRESS [PRESS ext], 𝑅EXT
2  

[R2ext], 𝑄𝐹1
2  [Q2-F1], 𝑄𝐹2

2  [Q2-F2], and 𝑄𝐹3
2  [Q2-F3], CCC [CCC ext], 𝑟𝑚

2  [r2m aver.] and 𝛥𝑟𝑚
2  

[r2m delta]. 

After the external validation criteria, the angle of the regression line of the external data points 

respect the diagonal (perfect agreement between experimental and predicted data) is reported. 

All statistics for evaluating the Golbraikh and Tropsha method (Golbraikh and Tropsha, 2002), 

and details of the 𝑟𝑚
2  statistics (Ojha,et al.2011), are reported, both for predictions by LOO and 

from predictions on the external data set (if available) as in the following example:  

Predictions by LOO: 

Exp(x) vs. Pred(y):     R2: 0.7928     R'2o: 0.7611     k': 0.9894     Clos': 0.0400     r'2m: 0.6516  

Pred(x) vs. Exp(y):     R2: 0.7928     R2o: 0.7912     k: 0.9991     Clos: 0.0020     r2m: 0.7610  
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Obs(x) vs. Pred(y) means that the experimental data are on the abscissa (x) and the predicted 

data on the ordinate (y), the opposite is applied for Pred(x) vs. Exp(y). R2 is the value of 𝑅2 

calculated for the experimental vs. predicted regression line, R’2o is calculated forcing the 

regression line to pass through the origin (𝑅0
′2), k’ is the slope of the regression line, Clos. is the 

closeness between 𝑅0
′2 and 𝑅2. Those statistics, except 𝑟𝑚

2 , can be used for the Golbraikh and 

Tropsha method for model evaluation. All statistics without the ’ (apostrophe) symbol are 

calculated exchanging the axis. 

The “Std. res. thresh.“ list box is the threshold value, in standardized residuals units, used for 

determining the response-outliers (Y-outliers). 

The last data grid in Figure 26 shows the details of the chemicals used in model calculation, 

providing the following information: ID, Name, Status (training, prediction, excluded), 

experimental endpoint value (“Exp. endpoint”), predicted value using the model equation (“Pred. 

by model eq.”), residual calculated using the model equation (“Pred.Mod.Eq.Res.”), predicted 

value calculated using cross validation (“Pred. LOO”), residual calculated using cross validation 

(“Pred. LOO Res.”), leverage values (diagonal elements of the HAT matrix “HAT i/i” highlighting 

those with h value > h*”, defined as 3p’/n, where p’ is the number of the model variables + 1 and 

n is the number of training compounds) (Atkinson, 1985, Gramatica, 2007), the standardized 

residuals both predicted from the model (“Std.Pred.Mod.Eq. Res.”) and predicted by cross 

validation (Std.Pred.LOO Res.), highlighting those above or below the standardized residual 

threshold (“Std. res. thresh.“ list box). 

Note that after pressing the icon  and visualizing the Score and Loading plot related to the 

PCA analysis of the model descriptors, new columns containing the PC Scores for every 

compound became available at the right of the “Std.Pred.LOO Res.” column (Figure 28). 
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Figure 28 Single model dialog box, where PC columns became available 

 

In addition to the aforementioned tabulated data, various graphs can be visualized, as explained 

below. 
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Scatter plot of Experimental endpoint vs. Predictions 

by model equation  

 

Scatter plot of Experimental endpoint vs. LOO 

predictions (Figure 29) 

 

 

Figure 29 Scatter plot of experimental vs. predicted data by LOO (press  icon) 

 

On the abscissa the experimental endpoint data are used, while on the ordinate the prediction 

by LOO are used. On the ordinate axis, the yellow points (training set) are calculated using the 

LOO predictions while the blue points (prediction set) are calculated using the model equation. If 

the user press the  instead, the values for training set (yellow points) are different because 

are calculated using the model equation instead of the LOO predictions, while those for the 

prediction set (blue points) are the same. 
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Residual plot of Experimental endpoint vs. residuals 

from the predictions by model equation 

 

Residual plot of Experimental endpoint vs. residuals 

from the LOO predictions (Figure 30) 

 

 

Figure 30. Scatter plot of the residuals of the predicted data by LOO (press  icon) 

 

On the abscissa axes the values of the experimental endpoints are reported, while on the 

ordinate the values of the residuals of the predictions are reported. As in the previous figure the 

yellow data points (training set) are the values predicted by LOO, while the blue ones (prediction 

set) are calculated using the model equation.  
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q-q plot of experimental endpoint vs. residuals from 

the predictions by model equation 

 

q-q plot of experimental endpoint vs. residuals from 

the LOO predictions (Figure 31) 

 

 

Figure 31. q-q plot of the residuals of the predicted data by the model equation (press  icon) 

The reported values are the values of the theoretical quantiles (Z values) on the abscissa and 

the values of the residuals of the predictions on the ordinate. In Figure 31 the yellow data points 

(training set) are the values predicted by LOO, while the blue ones (prediction set) are 

calculated using the model equation. 

 

 

Williams plot of diagonal hat elements vs. 

standardized residual predictions 
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Williams plot of diagonal hat elements vs. 

standardized residual predictions by LOO (Figure 32) 

 

Figure 32 Williams plot using data predicted by LOO (press  icon) 

When residuals cannot be calculated (this sometimes happens for molecules having a very high 

HAT value) QSARINS warns the user that these data points cannot be displayed. 

In the Williams plot, on the abscissa the HAT values of the diagonal elements are reported, 

while the standardized residuals of the predictions (yellow data points, training set or for the 

LOO and blue, prediction set, for the ones calculated using the model equation) are on the 

ordinate. The vertical line corresponds to the HAT threshold value of the structural domain (h*), 

while the dashed horizontal ones are the user defined threshold (“ResLine” list box in the figure) 

for Y-outliers. “Std. Dev.” option allows managing the Standard Deviations in this graph.  

 

 

Insubria graph: diagonal hat elements vs. predictions 

by model equation (Figure 33) 
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Figure 33 Example of Insubria graph (press  icon) 

 

The Insubria graph must be applied to verify the applicability domain of a model to chemicals 

without experimental data. In this graph, HAT diagonal values are reported on the abscissa 

axes while the predicted data are reported on the ordinate one. The vertical line corresponds to 

the HAT threshold value (h*) of the structural domain of the model. Yellow and blue data points 

(training and prediction set) are data predicted by model equation if the experimental endpoint is 

known, the data points labeled in red are the chemicals without experimental data (unknown, 

predicted by the model equation). 
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 Leave many out (LMO) plot (Kxy vs. 𝑄2) (Figure 34) 

 Y-Scramble plot (Kxy vs. 𝑅2 and 𝑄2) (Figure 35) 

 Random descriptors plot (Kxy vs. 𝑅2 and 𝑄2) 

 Random responses plot (Kxy vs. 𝑅2 and 𝑄2) 

 

 

Figure 34. Scatter plot of LMO models compared to the QSAR model (press  icon) 

 

On the abscissa the correlations among the block of the descriptors and the experimental data 

(Kxy) are reported, while the QSAR model performance (𝑄2 as blue point, labeled as “model 

Q2”) and the LMO models performances (𝑄2 as red points) are reported on the ordinate axes. 

For robust and internally predictive models the performances of LMO models must be as similar 

as possible to the original model performances. 
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Si  

Figure 35. Scatter plot of Y-scrambled models compared to the original QSAR model (press  icon) 

 

On the abscissa the correlations among the block of the descriptors and the experimental data 

are reported, while the original QSAR model performances (𝑅2 and 𝑄2 as cyan and blue points, 

labeled as “model R2” and “model Q2”) and the Y-scrambled models performances (𝑅2and 𝑄2 

as yellow and red points) are reported on the ordinate axes. In this case, the lost of the 

correlation between descriptors and response and the “disappearance” of the model must be 

evident both in the decrease of the Kxy values and R2/Q2 in comparison to the original model. 

This step allows excluding the possibility that the descriptors in the model are not correlated by 

chance with the response. This is an internal validation of the model and must not be confused 

with the randomization process during variable selection described in Section 8. “Check of 

probability of chance correlation in models using variable selection from large pools of 

descriptors”                                                                                                               

The graphs obtained from the Random descriptors ( ) and random responses ( ) options 

are qualitatively similar to the one of the Y-scramble (in fact the concept behind is similar, i.e. to 

destroy the correlation among descriptors and responses) and can be evaluated in a similar 

manner.  
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11. Combined modeling 

In QSARINS it is possible to apply the combined modeling (named consensus in Gramatica et 

al., 2004), by selecting the most diverse models (among the best) in the GA population by PCA 

of the residuals (icon ) or of the modeling molecular descriptors of the selected models (icon 

). It is here recommended to perform a combined modeling possibly only selecting the 

models of the same size of variables, in order to avoid wrong calculations in the standardised 

residuals.  

In the “View and select models” dialog (Section 6),  calculates the PCA based on residuals 

of the selected models, as in the following example (Figure 36): 

 

Figure 36 PCA based on residuals of the selected models 

 Calculates the PCA based on the descriptors of the selected models. This is used to check 

whether some models are clustered, i.e. they are based on similar structural information, as in 

the following example (Figure 37). (Note: the models must have the same number of 

descriptors) 
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Figure 37. PCA based on the descriptors of the selected models 

 

The most diverse models are those more distant in the above two plots (one considering the 

predicted responses, the other considering the structural diversity) and should be selected for 

the following combined modeling. 

 

When, using the PCA as a basis, a list of models has been selected, it is possible to calculate 

the average of their performances by means of a combined modeling, clicking on the icon  or 

selecting the corresponding item “Combined modeling” from the pop-up menu of the “View and 

selects models” (Section 6) window. 

When the user clicks the  icon, all the selected models (status “S”) will be used to calculate 

the combined model. Combined predictions are calculated both by a simple arithmetic average 

(ACM) and by a weighted average (WCM, Li et al 2008) of the individual predictions.  

For the Combined model, QSARINS provides the following information (Figure 38): 
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Figure 38. Combined model dialog box 

 

The first box in Figure 38 reports the list of selected models used for Combined (Model ID and 

molecular descriptors). The second box reports the statistical parameters for the Combined, 

described below (the names in squared brackets are the ones reported by QSARINS). 

Fitting criteria:𝑅ACM
2  [R2 ACM], 𝑅WCM

2  [R2 WCM], MAE tr, RMSE tr, CCC tr. 
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External validation criteria: MAE ext, RMSE ext, CCC ext, 𝑄𝐹1
2  [Q2-F1], 𝑄𝐹2

2  [Q2-F2], 𝑄𝐹3
2  [Q2-

F3]. 

The angle of regression calculated on external data from diagonal (scale shift), is used to 

evaluate the bias in the external predictions (Chirico and Gramatica, 2012). The data matrix, for 

every chemical, lists the experimental data (Exp. Endpoint), the average combined prediction 

(“ACM Pred.”, both predicted by the model eq. and by LOO), weighted combined prediction 

(“WCM Pred.” both predicted by the model eq. and by LOO, calculated averaging the 

predictions of the molecules separately from every model), residuals of the average combined 

predictions (ACM Pred. Res., both predicted by the model eq. and by LOO), residuals of the 

weighted combined predictions (WCM Pred. Res., both predicted by the model eq. and by LOO) 

standard deviation of the individual fitting and LOO predictions (“Sd.Pred. fit.” and “Sd.Pred. 

LOO”), minimum and maximum prediction values among the individual models (“Min Pred. fit”, 

“Min Pred. LOO”, “Max Pred. fit., Max Pred.LOO”), average leverage value (“Av.HAT i/i"), 

standardised residuals of the average combined predictions (Std. ACM Pred. Res., both 

predicted by the model eq. and by LOO) and standardised residuals of the weighted combined 

predictions (Std. WCM Pred. Res., both predicted by the model eq. and by LOO). 

The icons under the dialog title in Figure 38 have the following meaning: 

The first icon from the left ( ) copies the results into the clipboard while the second icon ( ) 

saves the data in a text file. The remaining icons (It is here recalled that a popup menu can be 

used for selecting options instead of the icons) can be used to plot various graphs on the 

combined model performances, as exemplified in the table: 

 
Scatter plot of experimental endpoint vs. ACM predicted by model eq. 

 
Scatter plot of experimental endpoint vs. ACM predicted by LOO 

 
Scatter plot of experimental endpoint vs. WCM predicted by model eq. 

 
Scatter plot of experimental endpoint vs. WCM predicted by LOO 

 
Residual plot of experimental endpoint vs. residuals from the ACM predictions by model eq. 

  
Residual plot of experimental endpoint vs. residuals from the ACM predictions by LOO 

  
Residual plot of experimental endpoint vs. residuals from the WCM predictions by model eq. 

 
Residual plot of experimental endpoint vs. residuals from the WCM predictions by LOO 
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q-q plot of experimental endpoint vs. residuals from the ACM predictions by model eq. 

 
q-q plot of experimental endpoint vs. residuals from the ACM predictions by LOO 

 
q-q plot of experimental endpoint vs. residuals from the WCM predictions by model eq. 

 
q-q plot of experimental endpoint vs. residuals from the WCM predictions by LOO 

 
Williams plot of average hat diagonal elements vs. ACM. predicted by model eq. residuals 

 
Williams plot of average hat diagonal elements vs. ACM. predicted by LOO residuals 

 
Williams plot of average hat diagonal elements vs. WCM. predicted by model eq. residuals 

 
Williams plot of average hat diagonal elements vs. WCM. predicted by LOO 

 
Insubria graph of average hat diagonal elements vs. ACM predicted by model eq. 

 
Insubria graph of average hat diagonal elements vs. WCM predicted by model eq. 

 

12. QSARINS-Chem module 

A section of the QSARINS main interface is devoted to a module called QSARINS-Chem (

) that allows the management of a database of chemicals, the 

application of already developed and stored models and the calculation of ranking for the data 

of interest in the imported dataset. The database management is already provided with several 

datasets of chemical structures (Hyperchem, .hin, and MDL MOL format files) with some end-

points of environmental interest (collected and modeled in the Insubria group in 18 years). The 

models section includes more than 44 new QSAR/QSPR models, based on descriptors 

calculated with the on-line open-source PaDEL-Descriptor version 2.18, ready to be applied to 

new chemicals. These models are accompanied by their QMRF (QSAR Model Reporting 

Format) and .sdf (with modeling descriptors). User defined datasets and models can be also 

easily added. 

 

12.1 Database  
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Pressing the  icon (or, alternatively, selecting Tools->Query database menu item) in 

the main screen, the following dialog will appear (Figure 39), where it is possible to query the 

compounds included in the database: 

 

Figure 39. Database dialog at its first appearance 

 

The window title reports how many compounds are available in the database, as well as the 

number of experimental data here collected (note: if one compound is present in different 

datasets, each dataset possesses its own version of the same compound). 
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12.1.1 Querying the database 

Pressing the  button leaving all the other fields blank, as shown in Figure 39, 

QSARINS will display all the available molecules (the total number of them is reported at the 

right of the Query button), enabling also all pertinent options, as shown in the following Figure 

40: 

 

Figure 40. Database dialog when molecules are queried 

Every row in the grid is a chemical extracted from the database. The first column (No.) is an 

arbitrarily assigned increasing number, the second (Name) is the name of the compound, the 

third is the CAS (when available), the fourth is the SMILES (generated in batch using Open 

Babel 2.3.2, starting from the AM1 minimized HyperChem structure), the fifth and the following 

are the experimental responses of the corresponding dataset, when available. 
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As it can be noted in the first row in Figure 40, for each molecule there may be more than one 

experimental response. In this case, before visualization, the molecule is automatically detected 

and extracted from the database using its CAS number, and the name and SMILES shown are 

the ones of the first dataset where the compound is found (in this case pEC50 D.magna). This 

behavior allows to condensate the output to the smallest dimension; in case the user likes to 

see all the compounds in separate lines with their own “single” experimental responses, which 

could be useful, for example, to verify a new user-defined dataset (see section 12.1.3 

“Preparing a user-defined dataset”), the option  must be checked. 

The whole database can be explored in different ways: by CAS, SMILES, empirical formula or 

by its name. 

To query the compounds by CAS, the corresponding radio button must be pressed (

). The CAS number must be entered in the corresponding edit boxes. If 

the CAS is precisely entered in its form 6+2+1, the corresponding compound will be extracted 

from the database. If the CAS is partially entered, all the compounds that share the entered part 

will be extracted: for example  will extract all the molecules that share 

000050-00 whatever the last box value is,  will extract all molecules that 

share 000050 with the last number being 0, whatever the middle value is. If a number is partially 

entered, e.g. 50 in the first edit box, all molecules having the sequence 50 (five-zero) in the first 

part of the CAS will be extracted (e.g. 000050-29-3, 025057-89-0 and so on). It is important to 

note that some compounds included in the database do not have any CAS number; to 

overcome this potential problem, for these chemicals we set an arbitrary and fictitious CAS 

number, composed of the correct form 6+2+1. The first six numbers are written using the 

notation “XXXUNK”; the next two numbers are related to an arbitrary ID that identify any single 

dataset included in the database (for example, the dataset for BCF-Lu is identified with ID 01, 

dataset for Pimephales toxicity with ID 02, dataset for Koc with ID 03 and so on until the last 

dataset, with ID 48, in no particular order). The last number denotes the progressive number of 

chemicals without CAS in that particular dataset. Summing up, for example, if the Koc dataset 

(ID 03) has three different chemicals without CAS number, their assigned fictive CAS in 

QSARINS-Chem will be: XXXUNK-03-1, XXXUNK-03-2 and XXXUNK-03-3. 
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To query the compounds by SMILES, the  radio button must be 

selected: as a consequence the following  list box, which allows the user to 

select different input SMILES types (Pubchem – Epi suite or Dataset SMILES, namely those 

calculated with Open Babel 2.3.2) will be activated. If the “Dataset SMILES” option is selected, 

all the SMILES in the dataset that matches exactly the one entered will be displayed (this option 

is the fastest because it does not need to parse the SMILES and the molecular structure files). 

The second option “Pubchem - EPI suite” parses the SMILES generated by the corresponding 

web sites and tools. In this case QSARINS examines the files and, following the canonical 

SMILES rules, determines the topology of the molecule: all compounds sharing the same 

topology are extracted from the database and visualized. 

The remaining ways to query the database are by the empirical formula (

) and by name ( ). Concerning the 

latest option, it suffices to enter even a partial name: all compounds sharing the same part of 

the name will be extracted. 

Instead of using and querying all available datasets, it is possible to query a single dataset, 

using the  option. Once selected, the corresponding list box at its right will be 

activated, allowing the user to select one of the stored datasets. Once done, the output will be 

similar to the one in Figure 40, except that a new column containing the compound ID given in 

the original dataset (ID dataset column) will be shown, as in Figure 41:. 
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Figure 41. Database dialog using the Dataset option 

After querying the dataset, if compounds are found, some supporting tools will be activated (

). 

The option  copies into the clipboard all the compounds information as showed in the data 

grid (additionally, for every response is reported the bibliographical reference) while  does 

the same but saving everything into a text file. The  option exports the selected compounds 

files structures (.hin or MDL MOL) in a user selected folder, as showed here: 
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A note of warning: in QSARINS-Chem all the original structures were drawn, minimized and 

computed as Hyperchem .hin files, and all the MDL MOL structures have been recalculated 

automatically by a conversion software (Open Babel 2.3.2). In case of doubts is better to refer 

first to the Hyperchem files. 

So far we have dealt with general tools supporting the queried molecules, but it is also possible 

to get more focused data and information using the popup menu: 

 

“Copy” will copy only the selected data (one or more grid cells) into the clipboard, adding the 

headers when needed (e.g. the response name with the measure unit). If a cell containing a 

response is selected, “Copy reference” is activated and this option will copy only the 

bibliographical reference into the clipboard (if more than one cell/data are selected, only the first 

on the left will be considered). The same can be done with “Show reference…”, except that in 

this case the reference will be shown in a dialog box. “Save selection as text file…” acts as the 
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“Copy” option except that the output will be directed to a text file. The last option, “Export 

selected molecules” will save the structure files (.hin or MDL MOL) as already shown. The only 

difference consists in having the possibility to save exactly the wanted compound(s) (not just the 

first one found, as shown so far) in a row containing more than one response. To do that, select 

the cell(s) corresponding to the response(s) of interest and then “Export selected molecules” 

option. “Change column color…” and “Change row color…” allow the user to choose a 

personalized color for the wanted column/row in order to emphasize the data of interest. “Reset 

column color” and “Reset row color” reset the selected column/row to the default grid color. 

 

12.1.2 Visualization of molecules structure 

In QSARINS it is also possible to visualize the 3D structure of the molecules as in the following 

example (Figure 42): 

 

Figure 42. Example of a 3D view of a molecule 

At the top of the image is reported the chemical name and below the CAS registry number. 

Pressing the left key and moving the mouse, the 3D structure can be rotated (Figure 43): 
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Figure 43. Rotating the 3D view of a molecule 

Pressing the left mouse key holding the Ctrl key down on the keyboard it can be scaled (Figure 

44): 

   

Figure 44. Zooming the 3D view of a molecule 

Pressing the left mouse key while keeping the shift key down the structure can be translated 

(Figure 45): 

   

Figure 45. Translating the 3D view of a molecule 

The compound image can be copied in the clipboard pressing the  icon near the upper right 

corner or pressing the right mouse button and selecting “Copy” from the popup menu, while the 
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image can be saved (as .jpg or .bmp) pressing the icon or selecting the “Save image…” from 

the popup menu. 

The compound image can be tuned in different ways: “Show all atomic symbols” displays all the 

atom symbols (including C and H, which display is disabled by default), while “Hide all atomic 

symbols” does the opposite. The “Color” option is selected by default, displaying the molecules 

in a black background (as shown in Figures 40-41). When “Color” is unselected, all the atoms 

and bonds are displayed in black while the background becomes white (this option should help 

for black and white documents). The “Inv. background” button swaps the background and 

structure colors. 

The element colors follow the CPK rule, but with slight differences in color saturations (e.g. Cl 

and F) that are here introduced for the user convenience. The colors can also be changed 

(except for C and H) at will using the “change atom color” list box. If this option is selected the 

system color dialog chooser will appear, allowing the change in the easiest way. If needed the 

new color setup can be saved pressing the  icon below the list box. At the following run of 

QSARINS this will become the used color setup. Pressing the  icon, the atom color map will 

be reset as default: after that, pressing the  icon, the default map will saved. 

The “Show atomic radius” option allows displaying the radius of the atoms as: Empirical, 

Calculated and van der Waals. 

The atom radius can be displayed in three ways: plain, 3D – dots and 3D – lines, as in the 

following figure (Figure 46): 
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Figure 46. Display of the atomic radius in the 3D view of a molecule. Upper left: plain. Upper right: 3D-

Dots. Lower: 3D-Lines. 

The plain option is used when a quick display is needed, while the others are more demanding 

in terms of calculations. 

 

12.1.3 Preparing a user-defined dataset  

It is possible to add a user defined dataset to QSARINS, following few simple rules. To make 

easier the process learning, it is here explained how the “BFR Henry constant” database has 

been built (this dataset has been chosen because of its small size). 
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The first step is to create a spread-sheet (using Open office, for example), as done for the “BFR 

Henry constant” dataset in the following example (Figure 47): 

 

Figure 47 Example of a spreadsheet for writing a user-defined dataset 

The first column (A) contains the arbitrary ID of the compound used in the original modeling 

process of the dataset. The second column (B) contains the name of the compound, the third 

(C) the CAS number (if not available, the user could add an arbitrary CAS following the 6+2+1 

rule; see above in the paragraph 10.1.1), the fourth (D) the SMILES. The fifth column (E) reports 

the experimental value of the response: it is also important to write carefully in the first row the 

name of the response (in this case also with the measure unit, “logH (Pa m3/mol, 25 °C)”), 

because it will appear in QSARINS-Chem in the main view of the database. The first row of the 

last column (F) must contain the reference of bibliography (if there is none, just write “No 

reference” or let blank). 

Once set up the first row of the spread-sheet, the subsequent rows must contain the 

corresponding data and information. Since only the first row can contain bibliographical data, all 

subsequent row cells corresponding to Column F must be blank (if filled with data they will be 

anyway ignored by QSARINS). 

Once finished filling, the spreadsheet must be saved in the “database” folder of QSARINS 

(Figure 48) as a .csv text file, with a semicolon (;) as delimiter and no text delimiter, as in the 

following example (in this case LibreOffice Calc, other software may have a different dialog 

layout):  
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The file name of the prepared file should be representative of the user dataset, since it will 

appear as an option in the dataset interface of QSARINS-Chem: for example “BFR Henry 

constant.csv” (is better to avoid the use of dots in dataset names). 

Now the user must insert the representative structure files of its own dataset and the 

corresponding folder must be created within the ”database” folder, as in the figure (Figure 48): 

 

Figure 48. Dataset files and folders location 

 

The name of the new folder must match the name of the prepared .csv file without the 

extension, i.e. “BFR Henry constant”. Within this folder, two new subfolders named “mol” and 

“hin” must be created. The corresponding structure files (MDL MOL and HyperChem files) must 

be put in these folders. 
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Concerning the structure file, the ones used by QSARINS for querying and displaying, are the 

Hyperchem (.hin) while the MDL MOL (.mol) are optionally used only for exporting purpose. 

The names of the .hin and .mol data are fundamental and must match the CAS reported in the 

supporting files because this is the way QSARINS can locate them. For example the CAS 

041318-75-6 in the example (Figure 47) must have a file named 041318-75-6.hin in the hin 

folder, and a file named 041318-75-6.mol in the mol folder. 

 

12.2 Apply developed model for new chemical prediction 

All the stored models (see Section 10, “Analysis of single models”, for further information) can 

be used for the prediction of new chemicals, pressing the icon of the main screen, or 

selecting “Tools->Apply developed models” menu item (Figure 1). The following dialog, where 

all the available and stored models are listed, will appear (Figure 49): 

 

Figure 49. List of available models 

 

Double-clicking the preferred model in the list, another dialog appears, which allows setting the 

input of new chemicals for their predictions (Figure 50). Now, in QSARINS it is possible to 
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calculate the modeling descriptors from PaDEL-Descriptor (  icon, see below) and 

automatically fill the fields reported in Figure 50.  

Otherwise, if the user wants to apply its personal MLR model developed with its own 

descriptors, a file containing the list of chemicals with relative values of descriptors and the 

response must be prepared beforehand, then it must be copied and pasted in the screen sheet 

(if experimental data are not available, insert -999). This screen sheet could be also manually 

filled. Concerning the data format, while editing, it is obligatory to use the dot (.) as the decimal 

separator. 

The user must set the number of “Rows” in order to match the number of chemicals to be tested 

(if the number of chemicals to be predicted is 100, the user must set the number of Rows to 

100). 

 

 

Figure 50. Dialog for adding external chemicals to existing model 

 

The first group of icons in Figure 50 ( ) are the ordinary operations of: 
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: copy selected data to the clipboard 

: paste selected data from the clipboard 

: cut selected data (and paste to the clipboard) 

: delete selected data 

: undo last operation 

The second group of icons in Figure 50 ( ) simplify the selection of multiple cells:  

extends the selected cells to the corresponding rows,  extends the selection to the 

corresponding columns and  selects all data. 

By pressing the  icon, the previous functions will alternatively enabled or disabled. When 

disabled, the user is allowed to manually edit the grid fields, instead of just paste them from the 

clipboard.  

As said before, it is also possible to calculate the descriptors from external sources (i.e. PaDEL-

Descriptor software) pressing the  icon. This will open a dialog box asking to select the folder 

containing the structural files: once selected, PaDEL-Descriptor will calculate the descriptors 

and the output will be automatically loaded in the data grid. 

The descriptors of the models provided by default with QSARINS were calculated using the 

PaDEL-Descriptor version 2.18, so this version is used, for consistency, when the new 

descriptors are calculated. 

The descriptors of new models generated by the user (see below) are calculated using the 

latest version of PaDEL-Descriptor configured in QSARINS (currently the 2.21, or a new version 

updated as described in section 2.1 “Updating PaDEL-Descriptor software”). 

On the user preference a popup menu with all the listed options can be used. 
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“Rows” option: it must match the number of chemicals to be tested if descriptors values are 

copied from external sources or manually written. The correct value is automatically set if 

descriptors are calculated using the “Calculate descriptors” option ( ). 

Pressing the “Accept” button, the predictions will be explored using the same dialog as 

explained in full details in the “Analysis of single models” (Section 10). 

In QSARINS there is the possibility to redevelop, check, validate and apply to any chemicals 

single MLR models, previously developed also by other tools. In QSARINS-Chem 44 

QSAR/QSPR models, developed by the Insubria group with the freely available PaDEL-

Descriptor (open source software for the calculation of molecular descriptors and fingerprints) 

are now implemented and available, with their QMRF and .sdf (also with modeling descriptors) 

files, exportable by pressing  and  icons that will be appear in the Single Model dialog box 

(Figure 26). 

 

12.2.1 Configuring user-defined models for descriptors calculation 

To add the possibility of calculate automatically the descriptors for user defined models (see 

Section 10, “Analysis of single models”, to see how to create one) the user must go to the main 

window of QSARINS (see Figure 1) and run PaDEL-Descriptor from the icon ( ) or the 

corresponding menu “Tools > Run PaDEL-Descriptor”. When loaded PaDEL-Descriptor, the aim 

is to create the configuration files for descriptors calculation. The first step is to set the PaDEL-

Descriptor options as needed and then the configuration files must be saved in the correct place 

with the correct names. For example, let us assume the user model is named “user-model.smd”: 

from the PaDEL menu “File > Save configuration”, save a file named “user-model.cfg” in the 

pad-set folder, located in QSARINS folder, as showed in the figure below (Figure 51). Then from 

the menu “File > Save descriptor types” save a file called “user-model.xml” in the pad-set folder 

too. 
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Figure 51. Folder where to put descriptors configuration files 

It is essential that the configuration file names (i.e. “user-model”, in the aforementioned 

example) are the same (beware of blank spaces!), and the extensions are the ones required 

(“.cfg” and “.xml”), otherwise the descriptors will be not calculated. 

 

12.2.2 Apply developed model: PBT Index example 

The PBT Index, included in the stored models available in QSARINS (Figure 49), is also 

achievable from the main software window (Figure 1) , where the  button (or 

Tools->Apply PBT index model) applies the model developed and proposed by the 

Insubria research group (Ester Papa and Paola Gramatica, QSPR as a support for the EU 

REACH regulation and rational design of environmentally safer chemicals: PBT 

identification from molecular structure, Green Chemistry, 2010, 12, 836-843; DOI: 

10.1039/b923843c, Hot Article). )  
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The original and published model for the prediction of the cumulative Persistence-

Bioaccumulation-Toxic (PBT) behaviour of chemicals, based on DRAGON descriptors (5.5 

version, 2007), is the following: 

PBT Index = -1.44 (±0.10) + 0.65 (±0.03) nX + 0.22 (±0.01) nBM - 0.39 (±0.06) nHDon - 0.07 

(±0.03) MAXDP  

n = 180, R2 = 88.40%; Q2
LOO = 87.72%; Q2

LMO = 87.73%; R2
YS = 0.02; RMSE = 0.52 

The molecular descriptors were selected by Genetic Algorithm and their ability in predicting 

chemicals not participating to model development (training: 54 chemicals) was preliminarily 

verified on external chemicals (126 chemicals): (Q2ext (F1) = 80.72%; R2 ext = 89.27%; RMSEP = 

0.72) 

The model implemented in QSARINS software is the following, redeveloped and based on 

freely available software for descriptors calculation PaDEL-Descriptor (Yap, 2011), published in 

Gramatica et al . 2013. 

PBT Index = -1.46 (±0.19) + 0.64 (±0.05) nX + 0.22 (±0.02) nBondsM - 0.39 (±0.13) 

nHBDon_Lipinksi - 0.06 (±0.06) MAXDP2 

n = 180, R2 = 88.89%; Q2
LOO = 88.25%; Q2

LMO = 88.28%;R2
YS = 0.02; RMSETR = 0.51;  

Q2ext (F1)* = 89%; RMSEP *= 0.49.  

*: split model, with 92 compounds in Training set and 88 compounds in Prediction set. 

 

Below, we report an example of how to apply the PBT Index model to a set of external 

compounds with or without experimental data, calculating the four molecular descriptors directly 

in QSARINS (from PaDEL-Descriptor software).  

1) Choose and enter in PBT Index model of QSARINS, pressing on  button or 

selecting it from the  icon; 

2) Clicking on “Calculate descriptors” icon ( ) (see Figure 50); 

3) Selecting the folder that contains the input file (MDL MOL, .hin, SMILES and so on) for 

descriptors calculations, and clicking on “Accept”; 
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4) In few seconds, the rows and columns will be automatically filled with the calculated 

descriptors (in this case, nX, nBondsM, MAXDP2 and nHBDon_Lipinski) of any studied 

chemical; 

5) Apply the PBT Index model simply pushing the button “Accept” (see Figure 50); 

6) Equation and statistical parameters of the model (including all the external validation criteria), 

predicted data and hat values of the Insubria dataset (180 compounds in this case) and your 

dataset will be shown (ID > 180, in this case); 

7) The user can now visualize the following graphs: Scatter plot, Williams plot and Residual plot 

for the compounds with experimental data; Insubria graph for compounds with and without 

experimental data (“unknown”) respectively For the explanation of the graphs, see the Section 

10 ”Analysis of single models”; 

8) The user can save and/or copy the results. 

Any other proprietary single model can be used by QSARINS if it is saved in the appropriate 

models folder (see section 10, “Analysis of single models” to see how to generate single models 

and save them in the models folder) making it available in the box called by the , or by 

the “Tools->Apply developed models.”, from the QSARINS main window, for further application.  

In this version of QSARINS 44 QSAR/QSPR models, developed by the Insubria group with the 

freely available PaDEL-Descriptor software for the calculation of molecular descriptors and 

fingerprints, are now implemented. 

 

12.3. Ranking 

Once imported a dataset, pressing the  icon (or, alternatively, selecting Tools-

>Calculate ranking menu item) in the main screen, the following dialog (Figure 52) will appear, 

where it is possible to calculate the ranking of the user-selected columns of the input dataset by 

Principal Component Analysis (PCA) and/or Multi-Criteria Decision Making (MCDM): 
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Figure 52. Dialog for calculating the ranking of the molecules 

 

In order to calculate the MCDM and the PCA on the imported data, it is necessary to select the 

column of interest by the popup menu option “Select column/s for calculation” (“Unselect 

columns does the opposite). All selected columns will be coloured in yellow. 

Once this is done, the following icons will be activated for the selected data/columns:  for the 

Principal Component Analysis,  for the Multi-Criteria Decision Making (MCDM) and  for 

the correlation matrix. The corresponding popup menu items are also activated (Calculate PCA, 

Calculate MCDM and Calculate correlation). There is also the possibility to exclude unwanted 

rows from computations (that will be marked in gray), because as default they are all selected. 

To select or unselect rows for calculations the options “Select Objects” and “Unselect Objects” 
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of the popup menu must be used (Figure 52). To select all data and copy to the clipboard, press 

“Select all” and then “Copy” options.  

Using the selected columns and rows of data, the Principal Component Analysis calculates the 

loadings and the scores, as already explained in the “Data setup” section. The correlation matrix 

is calculated over the selected columns and rows and visualized as explained in the “View Data” 

section. 

The purpose of the MCDM is to sort and rank the studied objects (in our case, chemicals) 

according to a score that is calculated, by means of a method called function of dominance, 

using the weight and the optimality of the user-selected data column (in our case descriptors or 

responses). The meaning of the column weight can be roughly summarized as “how much it 

influences the calculation of the score”. The sum of the weights of the selected columns must be 

1 and, in fact, by default the value assigned to every column is 1 / n. of columns. Anyway, the 

values of the weights can be changed by the user selecting the option “Change columns MCDM 

parameters…” of the popup menu and using the dialog that follows, as reported here:  

 

The “Maximize” and “Minimize” options are related to the MCDM optimality. This options serves 

“to tell” to the algorithm, in calculating the scores, whether the values (selected for the ranking) 

of the molecules of a column are those near the minimum or the maximum value. For example, 

if the selected column is toxicity, the user could like that the best values are those near the 

minimum. 

Concerning changes in the user-defined weights, QSARINS controls their coherence asking 

new values until the total it is not negative and smaller than zero. Since at the end it could be 

difficult to reach a total of 1 (usually because of decimal numbers approximations) the option 

“Set weight to reach total 1” has been introduced. To clarify its use here it follows a simplified 

example: consider having three columns weighted 0.33. The total weight would be 0.99, but the 
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user needs to reach exactly 1. Instead of manually weighting one of the columns 0.34 (this is a 

trivial example, but in practice it can became tedious when there are lots of columns to be 

controlled and summed up) the user can just click the aforementioned option on a column of 

choice: its value will then automatically trimmed to reach a total of 1.  

Once the desired columns are selected and the weights/optimality are assigned according to the 

user needs, pressing the  button (or selecting the corresponding “Calculate MCDM” option 

from the popup menu) the ranking scores will be calculated. After that, the rightmost column of 

the data grid called “MCDM score” will be filled with the scores. The rows excluded from the 

MCDM calculations obtain a fixed value of 0. Selecting the “Ascending” or “Descending” options 

from the “Order” drop list at the right of the  button the objects scores will be sorted 

accordingly. Once the scores are calculated, the  icon (and the corresponding popup menu 

“Store MCDM column”) is also activated and its purpose is to store permanently the MCDM 

score column in the dataset, for future use. If this step is fulfilled, the column will be stored and 

visualized in the data grid and a new empty MCDM score column will be also generated at the 

rightmost side. 

Note that in the PCA calculated here for ranking purposes, there is also the possibility to 

visualize within the graph (Score plot) the obtained MCDM order value for every object 

(chemicals, in our case), selecting the “MCDM order” option in the “Label type” drop box (Figure 

53). This means that if an object has obtained the highest MCDM score, it must be the first in 

the resulting MCDM order, and thus identified with the number 1 (also available in the Ranking 

dialog, Figure 52, identified as “No”). If the PCA Score plot is visualized before the calculation of 

MCDM, when asking for the score order, every object (chemical) is marked with n.a., since no 

MCDM score is available yet (Figure 53 left); after the calculation of MCDM scores, the MCDM 

order will be available in the PCA score plot (Figure 53,right). 
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Figure 53 PCA Score plots where is possible to visualize the obtained MCDM order for every object. 

When the MCDM score has been calculated, on visualizing the score plot the MCDM order 

labels become available and three colours corresponding to three different ranking ranges will 

be activated. By default the ranges equally divides the whole range of the MCDM scores order. 

For example, in the right Figure 53, 200 molecules are used for ranking: the red color MCDM 

ordered scores range from 1 to 66, the yellow ones range from 67 to 132 and finally the blue 

ones from 133 to 200. By clicking within the colored edit boxes, the user can change these 

ranges. Colored data points, divided by range, allows the user to spot patterns of the objects 

within the space of the principal component axis. 

Pressing the  button, all the selected data will be copied in the clipboard. 

 

 

13. Validate experimental vs. predicted data 

Using the following option it is possible to calculate the validation criteria of a simple double 

column of data containing experimental and predicted data, which can be the result of whatever 

user model. Pressing the  (or selecting Validate experimental vs. predicted data from the 

main menu) the following dialog box (Figure 54) appears, allowing the user entering 

experimental and predicted data and, optionally, a splitting column (1 for Training Set, 2 for 

Prediction Set; if not used, it must be left blank). 
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Figure 54. Dialog for adding experimental and predicted data for validation. 

For entering the data, the dialog works in the same manner as in section 12.2 “Apply developed 

model”, so it is suggested to read it as a reference. 

Pressing the button “Accept” the validation criteria are calculated and a dialog box with the 

results appears. 

If a splitting column is provided, the dialog box shows the validation criteria separating those of 

the training set from those of the prediction set, as in the following example. 
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If no splitting column is provided, no prediction set validation criteria can be calculated (e.g. 

𝑄Fn
2 ), so the list is shorter, as in the following example. 

 

After the validation criteria dialog box, the plotting of experimental vs. predicted and the plotting 

of the residuals will appear, as exemplified in Figure 56. 
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Figure 55 Graph of experimental vs. predicted data and residuals. 
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Additional information 

QSARINS can be used for every modeling work involving Multiple Linear Regression (MLR) 

calculations, based on Genetic Algorithm for variable selection and Ordinary Least Squares 

(OLS) as modelling method. Other chemometric tools (Principal Component Analysis (PCA), 

Multicriteria Decision Making (MCDM)) for explorative analysis and ranking are also 

implemented, thus it is not limited to Quantitative Structure-Activity Relationships (QSAR) 

studies. The objects studied in QSAR modeling are chemicals, but they could be any kind of 

objects in other modeling studies. 

QSARINS-Chem is the module where 3014 chemicals, studied and modeled by the Insubria 

group, are available with their 3D structure and experimental responses. In addition, 44 

QSAR/QSPR/QAAR models of environmental end-points, based on free software for molecular 

descriptors (PaDEL-Descriptor 2.18/2.21) are available. These models, supported by their 

QMRF, can be applied for any new chemical, belonging to the applicability domain, verified by 

the Insubria graph (Figure 35) 

 

It is important to note that any user can also upload personal data sets and models and 

use QSARINS to manage them for storing, visualization, modeling, ranking etc. 

   

Contacts 

Contacts details for additional information: 

- Paola Gramatica (content and general philosophy of the QSAR approach in QSARINS) 

E-mail: paola.gramatica@uninsubria  
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