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HOW TO USE QSARINS (version 2.2.1, 2015)

QSARINS (QSAR-INSUBRIA) (presented in “QSARINS: A New Software for the Development,
Analysis, and Validation of QSAR MLR Models”, Journal of Computational Chemistry, Software
News and Updates, Gramatica et al., 2013, 34, 2121-2132 and in the new version in
“QSARINS-Chem: Insubria Datasets and New QSAR/QSPR Models for Environmental
Pollutants in QSARINS”, in press in the same Journal, Journal of Computational Chemistry) can
be used after obtaining a license from the |Insubria group (contacts:
paola.gramatica@uninsubria.it, nicola.chirico@uninsubria.it, stefano.cassani@uninsubria.it).

Once obtained a license, and agreed the terms of its use, the main screen (Figure 1) appears

allowing the QSAR developer/user to begin working:

1 0SARINS v2.2.1

File analysis Tools Help
~ QSARINS-Chem T
D L= %E S Ll |database | | models | RD 9
MM Licensed to: Stefano Cassani - Insubria University

Figure 1. Main window of QSARINS



Here it follows a brief explanation of the options of the main screen, in the same order as they
appear:

O (or File->New project): Start a new QSARINS project (.gsi) (this option will erase all existing
data)

= (or File->Open project): load a QSARINS project (.gsi)

(or File->Import data): import data (descriptors, responses, splitting etc.) from external

source

o (or File->Calculate descriptors and import): calculate descriptors using PaDEL-Descriptor
software and directly import the data in QSARINS

d (or File->Save project): save QSARINS project (.gsi) (this option is disabled until data are
imported or a project is loaded)

[

=% (or Analysis->View data): view dataset both in tabulated and in graphical forms (this option
is disabled until data are imported or a project is loaded)

b (or Analysis->Data setup): organize data for model calculation (this option is disabled until
data are imported or a project is loaded)

(or Analysis->Variable selection and models calculation): set the preferred technique and
parameters for model calculation (this option is disabled until the data setup has been
performed)

= (or Analysis->View and select models): shows the calculated models in tabulated form and
allows further analysis (this option is disabled until models are calculated)

(or Tools->Apply PBT index model): apply the Insubria PBT index QSAR model

SARIHS-Chem _
g—' database I{ models | Lranking | |, T40)s->Query database): view and query molecules from
the database (QSARINS-Chem module)



(or Tools->Apply developed models): apply stored models to
new chemicals (QSARINS-Chem module)

QSARINS-Chem
datab del Q . :
[database | [ models K Y (or Tools->Calculate ranking): once imported a dataset,

calculate ranking from data columns (QSARINS-Chem module)

7
(or Tools > Validate experimental vs. predicted data): calculates various validation criteria
from columns of experimental vs. predicted data and displays relative graphs.

kD (or Tools > Run PaDEL-Descriptor): run PaDEL-Descriptor software.

? (or Help->QSARINS manual): view QSARINS manual.

In the Help menu the user can view the general manual and additional information about
QSARINS, and can import an example dataset for training purpose.

1. Import the dataset
1.1 Dataset format

In order to be imported (as .txt or .csv files), a dataset must be formatted according to some

rules, as in the following example:

1D CAS nC ATSCS ATSmML Resp split
1 000061 -82-5 2 0 7043992121 1.92 1
2 000094 -97-3 2] -0. 020685245 18, 79289081 -999 2
3 000095-14-7 3] -0. 00050502 10.07599400 3.78 2
4 000130-34-7 14 -0, 024058045 49, 89117957 -999 2

The first data row contains the labels of the corresponding columns, as the ID and CAS of the
molecules, the descriptors, the response and the splitting status (training/prediction set). All the
corresponding columns must contain the same number of rows and all data columns (including
the labels) must be separated by the same character, called “separator” (in this example a
tabulation character, but it can be different, as a semicolon, comma, or whatever character,
provided it is not used by the data themselves). A column of chemicals name (CAS in the

example above) or ID must precede all the other columns (the order of descriptors, responses
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and splitting columns is unimportant). If both ID and CAS are present, only the second column
can be selected by QSARINS and treated as chemical names, keeping the same order of input
data.

The decimal separator of numerical data must be the dot (hence, dot cannot be used as the
separator of the columns).

The splitting columns can have only three values, i.e., 1 if it belongs to the training set, 2 if it
belongs to the prediction set and 0 if the molecule is not included in any set.

(Note: PaDEL-Descriptor (Yap, 2011), DRAGON software (DRAGON, 2007) and QSPR-
THESAURUS online platform (QSPR-THESAURUS, 2011), three packages used by the
Insubria group for the calculation of the descriptors, generate output files that are compatible
with the aforementioned dataset format). The data file can be saved as .txt or .csv, the two
formats recognized by QSARINS.

1.2 Importing the dataset

The dataset, including the list of chemicals, molecular descriptors, response and splitting (if
already set) can be imported in the following ways from the main window (Figure 1): (the
number of chemicals and descriptors are basically limited to the machine resources, being the

maximum allowable data matrix 2%'x23' elements)

File > Import, or click the icon

The following dialog will appear:



Qi Import data - C:\Documents and Settings\lab-gsariDesktop\ProvaMANUALE. txt

Mame column |2 j Label row |1 j Rows |4E6 ﬁ [ Erclude if const. > % ’—j Irmpark
tizzing value |-959 Delimiter r [vw tah Colz: |212 ﬂ [~ Exclude if corr. > % j Cancel

Col1 |Calz |Cal 3 |Cal 4 |Col 3 |Col 10 Col 11Cal 12 |Ce A
Fiaw 1 D Mame Log Kaoc Exp Splitting niC nd nd  nS nf —
Row 2 1 000050-00-0 0.56 1 0 1 o 0
Fiow 3 2 000050-29-3 5.33 cearch variable. . 4 0 0 |0 0
Row 4 3 D000S0-32-8 5.83 D 0 o o 0
Row & 4 000051661 1.4 E  Gelectrows s 1 2 o 0
Row B 5 000052656 1.5 Select columny's 4 0 4 o 1
Row 7 F  000053-70-3 £.25 B celectal zZ 0 0 o 0
Row B 7 000054116 2.07 Copy M 2 o o 0
Row g &  000055-21-001.45 2 | 7 [ o 0
Row10 |9 |00D0S5-38-9 3.18 Paste m 0 3 |z 1
Fowll |10 000056-235 1.85 2 . 1 0 0 0 0

ndo
Rowl12 |11 |0000S6-38-2 3.2 2 m 1 |5 1
Rowl13 |12 DOODS6-43-5 6.1 Insert row/s A 0 o o 0
Row14 |13 000056531 4.14 E  Delete rows 1 0 2 o 0
Rowl5 |14 | OOO0SE-55-3 5.4 z 1 0 0 0 0
Insert column/s
Rowl16 |15  |00D0S7-13:6 1.03 Bl 1 2 1 o 0
= Delete columng's

Row17 |16 000057556 0.36 3 0z o 0
Fowld |17 000057976 5.36 E  Edit celrs A 0 0 o i
Rowld |18 000058899 3 2 Chock datasct E 0 0 0 0
Row20 |19 |0000SS-90-2 3.35 Bl E 0 1 (o 0/
) i) >

Figure 2. Import data dialog

The first and the second up/down buttons (“Name column” and “Label row”) are used to
recognize the row of the labels (descriptor names, responses etc.) and the column of the
chemical names: the row and the column are highlighted in light blue (Row 1 and Col 2 in Figure
2). The “Missing value” edit box allows modifying the arbitrary internal code -999, which

corresponds to the lack of the experimental response value in the data matrix.

The edit box called “Delimiter” allows specifying the character used to separate the data to be
imported. By default this character is the tabulation (“tab” checkbox in Figure 2). When data are
imported the two boxes “Rows” and “Cols” (columns) are automatically set to the pertinent
value. The user can change these values at will, for example to add new chemicals (rows) and

descriptors or splitting data (columns).

The two checkboxes, “exclude if const. > %”, “exclude if corr. > %”, allows to pre-filter data
before importing them for model calculation. The first option is used to exclude semi-constant

descriptors, i.e. those having chemical compounds with a constant value for more than a certain
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percentage (suggested value: 80%). The second option serves to exclude descriptors that are
too inter-correlated (suggested value: 95%). Important note: these two options disable all editing
functions (see below) of the cells, i.e. data cannot be edited/pasted, rows and columns number
cannot be added, and so on. For this reason, please, be sure having done with dataset editing,
otherwise it will be necessary to import it from scratch for having editing options enabled again.

Important note: Some columns must be excluded during this pre-filtering step, as the
experimental responses and the splitting ones. This can be done by selecting the columns and
right-clicking on “exclude from corr. and const. filtering”: the selected/excluded ones will be

marked in yellow.

In order to avoid any bias while pre-filtering, it is possible to select a splitting column to force the
exclusion of constant and correlated variables only using the training set. This can be done by
selecting the splitting columns and right-clicking on “Select/Unselect splitting for filtering”: the
selected/excluded splitting column will be highlighted in green, while the rows of the training
chemicals in light green, as visual hints.

After the filtering options in the popup menu (Figure 2) there are some additional tools in the
following order:

“Search variable”: search any variable among the columns of data.

“Select row/s” and “Select col/s”: once selected the desired cell(s), these options extend the
selection to the whole rows/columns depending of the chosen option.

“Select all”: select the whole dataset.
“Copy”: copy the selected data into the clipboard.

“Paste”: paste data from the clipboard. Data will be pasted starting from the top-left selected cell
in the data grid.

“Undo”: undo last operation.

“Insert row/s”: after having selected the desired number or cells, this option adds the same
number of rows starting from the bottom of the selection.

“Delete row/s”: delete the selected rows.



“Insert column/s”: after having selected the desired number or cells, this option adds the same
number of columns starting from the right of the selection.

“Delete columns”: delete the selected columns.
“Edit cell/s”: fill the selected cells with the value typed in the input dialog box (“Insert new data”).

“Check dataset” check the consistency of the dataset. All columns containing invalid data
(blank, for example) will be highlighted in red. The user can correct the invalid values and check

again.

“Delete column/s with unacceptable data”: this option is enabled when unacceptable data are
found using the previous option, highlighting in red the corresponding columns. This option
automatically deletes the columns containing unacceptable data.

2. Calculate descriptors and import

For descriptors calculation, QSARINS uses the latest available version, at the time of this
release, of PaDEL-Descriptor software (Yap, 2011).

Before continuing in this description, it is here recalled that in order to run PaDEL-Descriptor the

Java runtime environment (TM Sun Microsystems, Inc., see http://www.java.com ) must be

installed on your system.

To calculate the descriptors and automatically put the resulting data in the Import dataset

session, the user must select the following option from the main window:

File > Calculate descriptors and import, or click the icon =

The user will then asked to select the folder containing the structural files, which must be in one
of the format allowed by PaDEL-Descriptor (suggested formats for optimal calculations are MDL
MOL and SMILES-.smi). After selecting the folder, a dialog box appears to remember the user
loading the “gsarins.cfg” file when the main screen of PaDEL-Descriptor appears. This file is



essential to automatically link the output or PaDEL-Descriptor with QSARINS (See Figure 3 to

see how to load the configuration file).

E# PaDEL -Descriptor

oad configuratio tR
*
Load descriptor types \| Select this option|

Save descriptor bypes

Exit G
LESLFIpOr OO Tine

Select configuration file

ab

P —

Fingerprints Cercain: || J) PaDEL V| 3 2 EE
(= Standar - =~
Remove salt ; @ lfb
Dietect arom| 5 1) license
Standardize Documenti B Descriptars.xls
SMIRKS taul recenti |2 descripkors. xml
Standardize s m PaDEL-Descripkar, jar
Retain 30 cd (r e

. £ gsarins.cfg

Convert to 3
Advance Desktop

[Configuration file to be loaded |

Dacurmenti =

%

Risorse del

Read
ok computer

1 Mome File: |qsarins.cfg | [ Apri ]
Risorse di rete Tipo file: | 3 | [ﬁnnnulla

Figure 3. Loading of the QSARINS configuration file for PaDEL-Descriptor.

At this point the user can change the PaDEL-Descriptor options at wish, provided that the Fields
“Molecules directory/file” and “Descriptor output file” are not modified, otherwise QSARINS
cannot get automatically the calculated descriptors. The selected options can be stored, for
future sessions, overwriting the file “gsarins.cfg” (using the “Save configuration” option from the
“File” menu of PaDEL-Descriptor). Once the configuration file is loaded, the user can proceed
with the calculations of PaDEL-Descriptor; once finished, the descriptors will be automatically
loaded in the Import data dialog.

2.1 Updating PaDEL-Descriptor software

After this release of QSARINS it is likely that, after some time, new versions of PaDEL-

Descriptor software will be available from the hosting website (htip:/padel.nus.edu.sq).
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Provided that the future versions will not change too much from the current software structure
(usually authors tend not changing it for compatibility reasons with the previous versions), the
user can update (for the QSARINS environment) the version of PaDEL-Descriptor in the

following way:
1) Locate the PaDEL folder within QSARINS folder (e.g. Desktop/QSARINS_V_22).

2) Make a copy of the PaDEL folder in another place so, in case of mistakes or incompatibilities
with the new version of PaDEL-Descriptor, it can be easily restored.

3) Delete the content of the PaDEL folder.

4) Download and extract the new PaDEL-Descriptor zipped file in the PaDEL folder. It should

result in something like below:

& gsarins

A=

File Edit Miew Favorites Tools Help :,’-

\_,J Eiack -_\_;l l‘_,j p Search H:” Folders v

Address |25 C:\Documents and Settingsiuser|Desktop| OSARINS_Y_22\PaDEL hd | Go

File and Folder Tasks & ";J lib ; I;J license
| |

D Make a new Folder

@ Publish this Folder to the % : Descripkors, xls descriptors.xml
‘b J__|:'| Foglio dilavora di Microsaoft Excel Docurmento XML
Ed Share this Folder o0kb S kB
PaDEL-Descriptar, jar D g: gsarins.cfg
g,.| Executable Jar File o em e diconfigurazione di Microd
Other Places 267 KB kr_l UJ 1 KE

@ Deskiop

[D My Documents
H My Cormputer
\Q Iy Metwork Places

Figure 4. Update of PaDEL-Descriptor for QSARINS environment.

The name “PaDEL-Descriptor.jar” (i.e. the “double clickable” icon that run PaDEL-Descriptor) is
essential to be so, otherwise QSARINS will not recognize it (in case in the new version the
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name has been changed to something else, renaming it “PaDEL-Descriptor.jar” will be likely not
to be a concern). It is also essential that “PaDEL-Descriptor.jar” is located in the “PaDEL” folder,
as exemplified in Figure 4, otherwise QSARINS will not find it. Other files and subfolders of
PaDEL-Descriptor software may change, but it is likely that they will not impact on our purpose.

5) Run PaDEL-Descriptor by double clicking on “PaDEL-Descriptor.jar’

6) Locate and select “Save configuration” option (currently under File menu). Save the current
configuration as “gsarins.cfg” in the PaDEL folder.

3. View data

Once the data are imported, they can be further explored both in tabulated and in graphical
forms. To perform this task, the user must select the following option from the main window:

Analysis > View data, or click the icon

The following window will appear:
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@ View Data

B EIE b W b [ Fad

ID [Mame [ 5tatus [lag¢5 ma/L| néromBand [nH [nC [nD [aTS0m  [aTSIm [ele
1 000056815 Traiing 6 0 g 3 3 1208824975 973.936625 -
2 000057556 Training 6 1 - 3 Z 952856577 | 77R.752732
3 O000B0-12-8 Training  4.346352974 6 i 1 1420241602 1471367741 -
4 000064-17-5 Traiing 6 ] 1 50592627 | 412.090542 |
5 0000714140 Traiming  4.3424226810 Select Row i 989.481374 918525423 |
£ 000075183 Training  4.342422681 0 Select Column i 1322 468226 042.757348 |
7 000076222 Training  3.2041193820 Select Al 1 1714.86R23E 1972 782726 ;
] 000077-90-F Trairing  0.698970004 0 R E 4967 572604 4881 570675 |
9 000077930 Traiming  4.81291335720 SRR 7 3543 266735 3321.914522 ¢
10 000078691 Training  4.07918124E0 S e 1 1568 5E998E 1660.04031
11 000078-70-6 Training  2.2013371240 View scatter plot... i 1716.898363 1712 4G856E ;
12 000078-83-1 Traiming  4.92941892E0 1 843185125 7S0.047136 |
13 000078933 Traiing  5.3483048620 View correlation matrix... | £41.152997 | 721.813056
14 000073-41-4 Training  4.949330007 0 — 2 109508807 | £93.782773 ¢
15 000073469 Training  4.230448321 0 ek hAE 2 1148 036962 989.711921 ¢
16 000073776 Traiing  2.227886705 0 e —h 2151.722054 2309.739322 |
17 000073925 Trairing  0.6627578320 18 10 0 1458.898234 1780.618735 ;
18 000081-14-1 Training  0.278753601 6 18 14 5 3710.218945 3662, 657392 ¢
19 000084-51-F Training  0.602059991 6 26 20 4 3935 572085 4353, 050642 ¢
20 000084-62-8 Training  -1.08618514(18 14 20 4 392337932 | 4207 7REEAE |
21 000084-66-2 Traiming  2.033423755 6 14 12 4 2769.266352 2765124376 |
) 000084695 Training  0.7923316856 2 16 4 3354.451 345 3439.037564 ¢
23 000084-74-2 Training  1.049218022 6 22 16 4 3354 451345 3439.037564 « o
< >

Figure 5. View data window

The main window (Figure 5) shows the tabulated data and some options. Data are arranged
almost in the same way as in the “Importing the dataset” section.

In QSARINS usually the options available as icons have a counterpart as a popup menu (when
it is not exactly so, this is due to avoid “too crowded” interfaces, that can be difficult to manage
by the user). Sometimes, as in the “View data” dialog, the popup menu has also some additional
options. In this case the last two options (“Search variable” and “Search object”) allow
searching, within the columns/row, the corresponding variable/object.

Concerning the options in Figure 5, the icon (or “Copy” in the popup menu) copies in the
clipboard the data, previously selected by one of the three subsequent icons where the icon E

(or “Select Row” in the popup menu) selects the corresponding rows, the icon H (or “Select
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Column” in the popup menu) the corresponding columns and the icon E (or “Select All” in the

popup menu) selects the whole dataset.

The following four icons in Figure 5 are used to graphically display the data. The first one (Iﬁ: ,

or “View variables profile” in the popup menu) shows the variable profile, i.e. after choosing a

certain descriptor all the corresponding values for each chemical are displayed in a graph bar,

while the second one ("E, “View objects profile” in the popup menu) shows the objects (the

chemicals) profile, i.e. after choosing a certain chemical, the corresponding values of the

descriptors are displayed.

As an example, here it follows a variable profile graph (Figure 6):

BEH ©

alue
108,286 5

94.623—;
30.959—2 ()
67.295—§
53.631—;
39.967—;

26,304

12,6403
1

[ view variables profile

Copy
Save...

Reset labels layout

24

20

19( 23 27

-1.024

W ariable

Label tppe: |10 hd

Figure 6. Graph of variable profile

The first icon from the left (, or “Copy” in the popup menu) copies the graph into the

clipboard, while the second icon (E , or “Save” in the popup menu) saves the image as a JPEG
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or BMP file. Since the user can move the labels at will on the graph, the third icon (@, or
“Reset labels layout” in the popup menu) resets their position to the default.

The disposition and function of the just mentioned three icons is the same for all graphs in
QSARINS.

The third icon (I“-, or “View bar chart” in the popup menu) in Figure 5 displays a histogram, as
in the following example, that shows how many objects fall in the range of values of the selected
descriptor. The number of bars to be displayed is user-definable (Figure 7).

@ N°® objects bar chart Q@E|
=

Varictle: =
[2.50, 2.79) : 19.55% ) Bars: 10 -
Label type: |Data -

1
M= of compounds

26,00

23,40

20.80—

[1.78, 2.02) : 15.04%
[2.02, 2.26) ; 14.29%
18.20-] [ [2.26, 2.50) : 13.53% J
([2.74,2.99): 12.78% )

15.60—

00 ([1.54, 1.78) : 9.02%

10,40

[1.06, 1.30) : 5.26%
5.20
[1.30, 1.54) : 3.01% )

2,60+

1 [3.23, 3.47) : 0.75% )
0.00

Range: 1.06 - 3.47

[2.99, 3.23) : 6.02% )

Figure 7. Histogram bar chart

ot

The fourth icon (™=, or “View scatter plot” in the popup menu) in Figure 5 displays a scatter plot
of a couple of data columns chosen by the user, as in the following example (Figure 8):
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7.021 L]
Label type: [iEEES =
& 5 o
o8 @ o °
5.821 g g
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e © @ 20 ™ Double click on data point to select
° @
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Figure 8. Variables scatter plot

The single labels option allows the user to display the labels (ID or compound name) singularly
for every data point. This option is available for every QSARINS scatter plot. Additionally, the
correlations (r and R?) between the plotted variables are displayed in the white box.

The last icon (E, or “View correlation matrix” in the popup menu) in Figure 5 shows a
correlation matrix of all the imported data (Figure 9). The high correlations values are here
highlighted with different colors:

- red, correlation greater than 0.90
- orange, correlation greater than 0.80
- yellow, correlation greater than 0.70

These thresholds can be changed by the user (see upper part of Figure 9), allowing to highlight
any degree of correlation among the data.

16



@ View correlation matrix E@
E% oo = [l

|aLoge [amr |apol [natom  [nH |nc |rra |no |rx |atscr  |atsez  [aTscs A
ALogP 1.0000 E]
AMR 04305 10000
apol 0,331 0,433 1,0000
nAtom 0.0167  0.3955  [GHSHNEN 10000
nH 04571 0,254 04886 07777 10000
nC 01520  (o.o707 (SR O-8508 ) 0.4430 1.0000
N 00300  0,1625  0.1853  |0.2966  0.2773  0.0717 10000
no 00718 (0.2233  0.1826  0.2985  |0.1928  0.0817  0.1718 1.0000
nX 08527 05412 (0.3498 0.0185 0.4584  0.1420 0.1455 | -0.1533 | 1.0000
ATscl 04255  |0,5876  0.4253  [0.3327 00321 0.1938  |0.1372  [0.6911  |0.4680 1,0000
ATSc2 00310 |-0.4227 02918 |0.3632  |-0.2697  -0.1132 03333  -0.6603  0.0068 07770 10000
ATSc3 03502 |0.0483  0.0383  0.2432  0.4538 00000 0.4437  0.2021 04705  -0.0175  -0.5462 | 1.0000
ATSc4 00858 0.2244 02499 |-0.2481 01403  0.1365  -0.4404 01750  -0.0360  -0.2515  0.4279  -0.6232
ATSCS 00357  0.1438 00781  |-0.1386  |-0.1853 00448  0.2288 | -0.2458  0.0721  -0.0854 |0.10868  -0.1410
ATsmi 08108 0.5630 0.5272  |0.2205 0.2911  0.315 0.0450 | -0.0113 |D.@as4 | 0.5288 -0.1383  |-0.3138
ATSm3  0.7524  0,5555  0.7292  0.4506 0.1285  0.5528  0.0417 00954  0.8073 05797 | -0.235  -0.2259
ATSm4 0.7758  0.5874  0.6512  0.3612  -0.1936 | 0.4681 0.0232  0.0262  0.8681 0.5549 0.0911 | -0.3776

BCUTw-1 04898  |0.3469  0.0633  |-0.1203  -0.3894 -0.1130  -0.0524  |0.0827  0.5787  0.4318  -0.1777  -0.2745
BCUTw-th 0.5153  |0.3152  0.0998  |-0.1134  |-0.3846  -0.0670  -0.0208  |-0.0447  0.5471  0.3155  -0.1543  -0,1483
BCUTc-1  0.2364  |-0.0523  0.1257  0.0386  -0.0020  0.1775  -0.0554 -0.5476  0.1303  |-0.4548  0.3867  0.0422
BCUTc-th  0.2322  0.3270  0.215¢  |0.1658 00838  0.0822  0.2231  0.5556  0.2085  |0.6382  -0.6611  0.2642
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Figure 9. Correlation matrix of the imported data

Pressing the first icon from the left (, or “Copy” in the popup menu) copies the data into the

clipboard, while the second icon (E , or “Save” in the popup menu) save them in a text file. It is
here recalled that every data matrix displayed in QSARINS have Copy and Save options

arranged in a similar way.

4. Data setup

Once data are loaded, the user selects the input descriptors, the response to be modeled, which
molecules are in the training set, in the prediction set and so on. This step is essential to allow
the subsequent variable selection for modeling (Section 5.1, “Variable selection”).
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The data setup can be accessed in the following manner from the main window (Figure 1):

Analysis > data setup, or click the icon L]

The following screen (Figure 10) will appear:

@ Data Setup @|E|@

Warigbles setup Objects setup Splitting setup

Select var. | Select rezp. ‘ Clear all ‘ Training | Prediction ‘ Create splitting| Mame Split - 0 -

Hald var. | Release rezp. ‘ Set zplitting ‘ Excluded | Reset ohjects ‘ Delete splitting| Random percentage h

Ordered by
Releasze war. | Maormalize war. ‘ Wiew resp, d. ‘ " Response  Stiucture
Mo | ariable Status | |No. [Mame Statuz | || Secondmol. | Training =
1 Log Koo Exp 1 000050-00-0 -,
2 S pliting Spiting | |2 000050-29-3 Training — ||| Training =ame. =l
3 b Selected 3 000050-32-8 Prediction Prediction comp. -
4 TopoFSA Selected 4 000051 -66-1 Prediction
5 Wadibd at Selected 3 000052-68-6 Prediction Swap
g nH Selected g 000053-70-3 Prediction
7 ne Selected 7 000054115 Training Var. PCA ‘ Des. from Pm|
3 — = 8 000055-21-0 Prediction
g Selsct variable q 000055-32-9 Training Correlation ‘ Single model |
10 Hold variable 10 O000EE236 Frediction
11 Release varisble 1 000056382 Frediction LOF smooth[10 ]
12 Nermalize variable 12 000056-43.5 Prediction Selected variables
12 Select response 13 000056-53-1 Prediction
14 Release response 14 000056-55-3 Prediction ~
15 - 15 000057-13-6 Prediction bt -
16 5et spitting 16 000057-55-6 Prediction \ng';fhﬁ' oA -
17 Clear 4l 17 000057-97-6 Prediction nH
18 18 000058-83-3 Prediction nt
19 View Response distribution 13 000058-90-2 Prediction il v
20 Search variable. .. 20 0000&0-03-3 Prediction Migzing walues
21 21 0000E0-11-7 Prediction
22 Convert... REE 000060-12-8 Predicion | s |
Training: 93 Prediction: 550 Wariables: 220
Exciuded: 0 Mizzing: 0 Unknown: O
Cancel ak.

Figure 10. Data setup window

The box on the upper left of Figure 10 concerns the variable setup options. In the corresponding
data grid is possible to select the descriptors, the response and (if already available) the pre-
assigned splitting status (training/prediction/excluded) by means of the specific buttons
(“Select/Hold/Release Var”, “Select/Release Resp” and “Set splitting”) or using the pop-up menu
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(mouse right click). By double-clicking on a single cell of the data grid the options Selected/
Hold/Release(empty cell) are cyclically proposed. Note that a descriptor with one or more
undefined values (default: -999) for some chemicals cannot be used in MLR model calculation,
thus it will subsequently automatically excluded in the variable selection (to know which are the
missing descriptors in the respective chemicals, look at the “Missing values” box). The “Hold
Var” option keeps fixed the selected descriptors during the following variable selection (see
section 5.2: “Model calculation”, for further details). “Normalize Var” is used to normalize the
selected descriptors. “Clear All” resets the selections while “Set Splitting” uses the
corresponding imported column as the splitting for determining the chemicals status. The “View.
Resp. d.” option plots the distribution of the responses both for training and prediction sets. The
“Search variable” option in the pop-up menu allow searching the corresponding variable.

The latest option of the pop-up menu is for unit conversion (“Convert...”). After selecting the
variable to be converted (e.g. a response) the following dialog box (with example setup)

appears:

~ |Di\-'i|:|e colurmnn ﬂ |f‘-“|'u'u'

Conversion Fackar |1 0

Converted new col, name |En|:|-|:n:|int frmoliL)

T g

Cancel Convert

The first list box determines whether the selected column has to divided or multiplied by the

corresponding descriptor column (in the example is molecular weight, called “MW” in the
dataset). The “Conversion factor” determines by which constant the previous result must be
multiplied (in the example the conversion is from g/l to mmol/l). The “Converted column name” is
the name of the new converted column that will be generated. The last option is used, if needed,
to transform the result as +/- In or log, or by 1/n (in the example is —log (n)). If a transformation is
requested, an additional untransformed column will be automatically added to the dataset.
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The subsequent data grid on the right of Figure 10 concerns the object (chemicals) setup. Once
loaded, the chemicals are all set as Training, except the chemicals without the response, that
are set as Unknown. The “Objects setup” allows chemical status (training, prediction, excluded)
to be manually modified one by one (note: by double-clicking on the cells,
training/prediction/excluded are cyclically proposed), and saved by clicking the button “Create
Splitting” (“Delete Splitting” does the opposite, erasing the selected splitting reported in Splitting
setup box - in the figure is called “Split-0”). The “Reset objects” option set the object status to
the initial status.

The box of options “Splitting setup® is related to the splitting applicable by the user at this step in
QSARINS (if not already pre-defined in the above step). Note that the “Name” list box is
automatically filled every time a splitting is saved by the user, both by selecting a pre-assigned
splitting (if already available) or by creating a new splitting at this step.

Different kind of splitting can be made using the following options. The “Random percentage”
option creates a splitting choosing at random molecules as the prediction set, whose
percentage over the total of molecules is chosen by the corresponding list box. The molecules
can be ordered (“Ordered by” box) for alternative splitting in two ways: by responses of the
modeled end-point (“Response” button) or by structure (“Structure” button) ordering the
molecules by the first axis of Principal Component Analysis (PCA) (Jackson, 1991) of the
molecular descriptors first axis (PC1 score). The first and the last values of the ordered
responses, or alternatively of the PC1 scores, are always set as training, to be sure that the
prediction set values are within the model applicability domain. The list box, “Second mol”,
identifies the status of the second molecule (Training or Prediction set). Finally, the “Training
comp.” and “Prediction comp.” list boxes are used to set how training and prediction set
molecules are alternated within the range of the ordered responses or PC1 scores. It is here
important to consider that the first and the last compounds are always set as training, and are
not influenced by the “Training / Prediction comp.” and “Second mol.” options. It is here recalled
that these options work from the second to the last but one molecule, not from the first to the
last. Here it follows an example:
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Ordered by

¢ Stucture

Second mol. |F're.:|i.3ti.;.n -
Training comp. 3 -
Frediction comp. |2 -

In this case, molecules are ordered according to the response values (ascending order). The
second molecule is assigned to the prediction set, the third molecule is assigned to the
prediction set (because “Prediction comp.” asks for 2 consecutive prediction set chemicals), and
the subsequent three compounds are assigned to the training set (because “Training comp.”
asks for 3 consecutive training set chemicals). The following responses are set alternatively as
2 predictions and 3 training, till the last but one molecule. The user can arbitrarily modify all

these sequences.
The “Swap” option exchanges the training with the prediction set of the current splitting.

Once the splitting is set by the user, it can be saved using the “Create splitting” button of the
“Object setup” section. The new splitting column can be viewed in the View Data option from the

main menu (Analysis > View data).

The “Var PCA” button calculates a Principal Component Analysis (PCA) of the selected
descriptors both by score plot, in order to check whether the molecules are clustered by
structures and/or detect structural outliers, and by the loading plot, that shows which descriptors
are influential for the aforementioned (if any) clusters/outliers (Figure 11). The chemicals of
training and prediction sets, as well the unknown chemicals, are differently labeled to verify the
distributions of the sets. Here it follows an example of the plotting:
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Figure 11. PCA (Score plot and Loading plot) of the selected descriptors

Other than saving ( = ) the images as JPEG or BMP, the user can save the PCA tabulated data
(Scores and Loadings) as text (.txt) file. This option is available for every PCA generated by
QSARINS.

The “Des. from PCA” button creates new descriptor variables, deriving from the calculation of
the PCA of the selected descriptors. Those new descriptors, called PCs, can then be used as
modelling variables for the calculation of the corresponding models: this technique is called PC
Regression (PCR). This is useful when there is a need for orthogonal variables that condense
more than one descriptor

The “Correlation” button shows the correlation matrix of the selected descriptors and/or
responses (or any other imported data), as reported and commented above (Section 3 “View
Data”).

The “Single Model” button calculates the model using the selections made in the Variable and
Object data grids, and display the results both in tabulated and in graphical form. This option
can be applied here if a QSAR model, based on few descriptors, has been already developed
(also by other software) or if a modeler applies a personal selection of molecular descriptors.
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Regarding the analysis of a single model, since visualizing models is a shared feature with other
options of QSARINS, it will be explained in a separate following section (8, “Analysis of Single
Models”).

The “LOF smooth” list box value is the smoothness factor to be used for the Friedman Lack Of
Fitting (LOF) calculation (Friedman 1991). The LOF penalizes the addition of descriptors in the
model equation, and the smoothness factor is used to regulate the amount of penalty.

The remaining boxes of Figure 10 are informative ones concerning the selected variables, the
variables containing missing values (that will be automatically excluded from model calculation)
and the status of the selection made by the user (i.e. how many variables have been selected,
how many chemicals are in the training set, how many in the prediction set and so on).

5. Variable selection and Model calculation
5.1. Variable selection

After the data setup has been completed, the next step is an automated procedure for choosing
the variables to be used for models calculation. Pressing in the main screen (Figure 1):

Analysis -> Variable selection and models calculation, or click the icon

the following dialog (Figure 12) will appear:
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Figure 12. Variable selection dialog

The user can apply the following approaches for variable selection (Figure 12):

- All subset: QSARINS explores all the possible combinations of the selected descriptors up to a
user defined number of modeling variables (in the list box “All subset until”). The number of all
the possible combinations is displayed by the software in the “Combinations” box. A warning
message will be displayed if the number of combination seems too high. It is suggested to apply
always this step till models based on 2-3 variables, in order to explore all the low-dimension
combinations of descriptors.

- Hold model and add selected variables: in the data setup dialog (see section 4) it is possible to
select the variables as “Hold”. Such variables are kept fixed in the variable selection procedure,
while all the remaining selected variables are iteratively added one by one to this set. In short,
such a procedure allows to calculate a set of models based on the preferred descriptors (the
hold variables), but adding iteratively a new different descriptor.

- Genetic Algorithm (GA) setup: QSARINS executes the all subset variable selection and
models calculation until the user selected model size is reached (“All subset until”). Usually the
size of models that can be calculated by the all subset is limited by the number of combinations,
which easily reaches a huge value. It is thus possible to continue variable selection by means of
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a genetic algorithm (GA) which aim is to find the best model based on the best combinations of
variables without exploring them all. To apply this technique the user must select a model size
in the checkbox “GA until”: this way QSARINS is enabled to continue with GA (Tournament
Selection method, Haupt and Haupt, 2004).

Once selected, a second list box called “gen. per size” is activated allowing the user to choose
how many GA iterations must be performed (the user can anyway stop the GA before the
number of iterations has been reached, pressing the “Done” button as indicated in section 5.2,
“Model calculation”).

Alternatively, the software automates the model size increase. In this case, if we set a bigger
size as the one indicated by default in the “GA until” list box, as for example 4 from a
hypothetical base model size 2, and we press the “Calculate” button leaving the procedure
running, the models of size from 2 to 4 will be calculated, iterating the GA for the number of
times reported in the “gen. per size” list box. Once calculations have been performed, the user
can continue the GA, calling again the Variable selection dialog.

In addition, for the whole variable selection procedure, the user can set:

the fitness function (Q;,,or R, to be maximized, LOF or RMSEcy to be minimized)

applied by QSARINS also to sort the models meanwhile they are generated.

- the QUIK rule (Todeschini et al., 1999) to automatically exclude the models, where the
correlation between the block of the descriptors and the response (Kxy) is lower than or
too similar to the inter-correlation among the descriptors (Kxx). This difference should be
the highest as possible. (it is suggested to set a value = 0.05, i.e. Kxy-Kxx = 0.05)

- the number of models per size to be stored (only the best, according to the selected
fitness function)

- the population size (“Pop. size”): number of models on which GA evolves (the bigger it
is, the better the GA works because it can use more “chromosomes” thus exploring more
combinations, but the slower are the GA iterations. It is up to the user to find a good
tradeoff).

- Mutation rate (%) (“Mut. rate”) applied during the GA iterations, to generate a pool of
descriptors “variegated” by random mutations.

When choosing how many variables have to be used for calculations, if their number respect to
the objects is too high, the user will be warned.
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It is here recalled that, once the procedure is completed, i.e. the “Calculate” button has been
pressed and the model calculation (see section 5.2) is finished, it is possible to call again the
variable selection procedure and continue with the GA. In this case the following dialog will
appear asking whether to continue the GA iterations using the same model size of the previous

calculations or increasing the final model size:

Choose number of descriptors for GA

Currently the models are calculated using up to 3 descriptors.
You can continue running the GA.
Choose the number of descriptors you wish to begin with,

Once chosen the number of variables for restarting the GA, the dialog of variable selection
(Figure 12) will appear and the user can set again the model size, number of iterations for
variable, population size, number of model per size, fithess function, QUIK rule and mutation
rate.

The GA procedure will restart adding to the previous population of models the new
combinations of variables, according to the selected parameters (Figure 12).

5.2. Model calculation

Once the variable selection setup has been completed and the model calculation begins, the
following dialog box (Figure 13) appears:
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Figure 13. All Subset-Models calculation dialog

The best 15 models, according to the chosen fitness function, are displayed (Figure 13) to warn
the user on the proceeding of the model calculation. To abort the model calculation the user can
press the ESC key.

When the all subset calculations are completed, the variable selection by GA is executed (if
previously selected in the variable setup), displaying the following dialog (Figure 14):
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Figure 14. Genetic Algorithm-Models calculation dialog

In this screen, the user can visualize the results of GA while it is running, selecting the “Display
results while running” checkbox (Figure 14). When deactivated, it avoids QSARINS making
calculations in organizing the data for the display, thus saving some time when there is no need
to watch data (e.g. during overnight calculations). If activated, the “Display No.” and the “Display
the best” list boxes become visible. The first list box is used to select the number of best model
per size to be displayed (in the figure there is one model for every size till 4 variables). However,
it is important to note that all the models for each size, according to the settings to “Mod. per
size” in the “Variable selection” window, are saved and can be visualized. The second list box
displays the number of best models to be visualized meanwhile they are calculated by the GA
(in the figure there are 10 models of 5 variables size).

If the calculations are automatically completed the user will be warned, otherwise it is possible
to stop them at any time pressing the “Done” button.
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6. View and select models

Once the models are calculated, they can be further explored selecting, from the main window
(Figure 1), the following option:

Analysis -> View and select models, or click the icon G2

The following window will appear (Figures 15a and 15b):
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Figure 15a. Population of calculated models (with Fitting and some CV criteria)
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0.5662 0.4579 22,4387 0.8607 0.8374 0.8373 0.8722 0.9212 0.7656 0.0096 0.9525 0.8921
0.5489 0.4470 210916 0.8665 0.8471 0.8471 0.8799 09258 0.7332 0.0082 0.9558 0.8978
0.5356 0.4347 20.0787 0.8704 0.8545 0.8544 0.8856 0.9287 0.7918 0.0075 0.9493 0.9091
0.5562 0.4468 21.6532 0.8633 0.8431 0.5430 0.8767 0.9232 0.7714 0.0092 0.9456 0.9021

N 5353 n 4437 M NSE4 N RT7EI N AG4A N RG4A N RRGR N QIR7 N 7/RQ7 N ANQA naan naist
>

| sortedby R2 =] andby [r2 | ourde [nore ] [cxfio ] fmes jOnl f T @ = T Accept
SUGE T i i N & R E&s' 25 v [ th | RS Ra Co | Selected models: 100 Cancel
MrmsE ov [MaE cv [prESS cv[ccc ov [Q21Mo [R2 Ysar [RMSE Av ¥scr|Q2 vsor [N. ext. Ok [RMSE ext[MAE ext [PRESS ex{Rzext [g2F1 [g22 [g2F3 |ccCext [ramaver.|rom delta [k [k -
0.4842 0.3875 257881 09513 0.304% 0.0358 1.5550 00534 5 0.5336 04360 19,9275 0.8760 0.8556 0.8555 0.8865 0,9285 0.7693 0.0097 03403 0.9173
0.4842 (0.3875 25,7881 09513 0.9050 0.0366 1.5543 00584 5 0.5136 04235 18,4658 0.8821 08662 0.8661 0.8948 0,9337 0.7894 0.0080 0.9440 0.9238
0.4877 0.3856 26,1669 09505 0.9037 0.0355 1.5552 00597 5 0.5300 04301 19.6621 0.8774 0.8575 0.8574 08880 0,9200 0.7687 0.0097 0.3351 0.9233
0.4877 0.3956 26,1569 09505 0.9035 0.0355 1,5552 00530 5 0.5160 04184 18,6402 0.8808 0,864 0.8648 08938 0,9327 0.7859 0.0083 0.3386 0.9271
0.4301 03938 264269 09500 0.3021 0.0371 1.5539 00530 5 0.530 04392 20,1074 0.8735 0.8543 0.8542 0.8855 0,9276 0.7697 0.0036 03351 0.9204
04301 03938 264269 09500 0.9014 0.0355 1,5552 00804 5 0.5166 04267 18,6788 0.8795 0,864 0.8646 08936 0,9325 0.7899 0.0079 0.3389 0.9266
04922 04014 26.6488 09435 0.9012 0.0355 1,5552 00536 5 0.5306 04315 19,7110 0.875 0.8571 0.8571 0.8877 0,9285 0.7700 0.009% 0.3297 0.9276
04922 04014 26.6488 09435 0.8990 0.0387 1.5526 0055 5 0.5175 04198 18,7452 0.8788 0.8641 0.8641 08932 0,9320 0.7871 0.0081 0.9332 0.9310
0.4324 03985 26.6738 09434 0.9000 0.0363 1.5546 00530 5 0.5803 0,457 235741 0.8593 0,8291 0.8291 0.8557 0,9167 0.7379 0.0125 03432 0.8921
04924 03985 26,6738 09434 0.9028 0.0370 1.5540 00582 5 0.5720 (0,442 22,8998 0.8605 0.8340 0.8339 08596 0,9192 0.7507 0.0111 03462 0.8940
0.5018 0.3955 27.7004 09476 0.8926 0.0366 1.5543 00587 5 0.5299 04313 19,6582 0.8715 0,8575 0.8574 08880 0,9305 0.8085 0.0062 0.3568 0.9060
04989 03955 27.3336 09481 0.8984 0.0374 1.5537 00581 5 0.5386 04294 20,3076 0.8708 0.8528 0.8527 08843 0,9280 0.7838 0.0082 09500 0.9072
04989 03955 273336 09481 0.8970 0.0361 1.5547 00533 5 0.5183 04184 18,8053 0.8780 0.8637 0.8636 08929 0,9332 0.8031 0.0068 0.3533 0.9140
0.5003 04012 27.5375 09477 0.89% 0.0388 1.5525 0051 5 0.5865 04662 240787 0.8545 0,8255 0.8254 08529 0.9146 0.7360 0.0126 03369 0.8937
0.5003 04012 27.5375 09477 0.8988 0.0349 1,5557 00538 5 0.5791 04562 23,4783 0.8553 0,8298 0.8297 0.8663 0,9168 0.7485 0.0112 03399 0.8951
0.5024 04085 27.7688 09473 0.8958 0.0366 1.5544 00578 5 0.5515 (04385 212917 0.8700 0.8457 0.8456 0.8787 0,9244 0.758 0.0105 03455 0.9044
0.5024 04085 27.7688 09473 0.8970 0.0376 1.5535 00588 5 0.5383 04261 20,2804 0.8730 0.8530 0.8529 0.8845 0,9280 0.7763 0.0090 0.3433 0.9079
0.5022 03976 27.7436 0.9473 0.8970 0.0366 1.5543 00586 5 0.958 04557 224119 0.8665 0.8376 0.8375 0.8723 0,9204 0.7422 0.0122 03420 0.9002
0.5022 03976 27.7436 09473 0.8976 0.0372 1.5538 00573 5 0.5830 0.4675 23,7307 0.8621 0.8276 0.8275 0.8545 0,915 0.7247 0.0141 03384 0.8943
5
5
5
5
5

bl

Figure 15b. Population of calculated models (with some CV and external criteria)

In these screens, QSARINS visualizes the population of all the calculated models, ordered by
the selected criterion (R*, Q;,, and so on, R* in Figure 15a), using the “Sorted by” list box.

The column of the selected criterion for sorting the models will be colored (magenta). The
columns of the validation criteria are differently colored: yellow for fitting, pink for CV and cyan
for external (Figure 15a and 15b). During the all subset and GA calculation, the models are
labelled with a unique ID (see ID column in Figure 15a) in order to make easier their
identification both on the tabulated data and in the graphs.

The user can select some or all the models in the list and their data can be copied in the

clipboard (icon or “Copy” from the popup menu) or saved to a file (icon E, or “Save...”
from the popup menu. In order to avoid repetitions, it is here recalled that all the icons have a
corresponding voice in the popup menu).

When sorting per model size (“Size” in the list box) or for the number of external validation
criteria, (calculated in Section 7 “Model validation”) that are fulfilled (“N. ext. OK” in the list box),
the second list box on the right is activated (“and by” list box). This allows to sort the models
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according to the chosen criteria (e.g. Q;,, in the “and by” list box), for instance considering

firstly the model size. The user can also filter the calculated models by applying the QUIK rule, if
not selected before in the variable selection dialog, or a more restrictive QUIK rule if it has been
previously selected (see section 5.1). The value of the QUIK rule can be changed by selecting
the appropriate value from the list box. "Bad” models according to the QUIK rule are

automatically unselected, and can be deleted from the list by clicking the filter option (icon ?,
see the table below for further details).

Pressing the “ClI” list box it is possible to filter the models according to the magnitude of the
interval of confidence and significance of the coefficients of models. If the ratio between the
interval of confidence and the coefficient of one of the model descriptors, or the intercept, is
greater than the one selected from the list box (from 1.0 to 1.5), then the model will be
automatically unselected. The same happens if the significance of one of the coefficient, or the
intercept, is greater than 0.05. By double clicking on the model the user can know, in more
details, which are and to what extend, the unreliable coefficients (See Section 8, “Analysis of
single models” for more detalils).

The “Only best” options allows to display only a certain number of models, according to the
selected criteria in the “Sorted by” (or the “and by”) option, deleting the other models.

During the model selection (either manually and/or by the QUIK rule/Cl filters), usually, a certain
number of models are selected for further analysis, while others are not. To see the list of the

only selected ones the user must press the @ icon (pressing again the icon will restore the
standard model view). If needed, it is possible to display only the best “m” number of models per
model size, selecting the desired number in the “Best m x s” box (“m x s” means models per
size). This will be applied only to the selected model, the unselected ones will not be
considered. The number of selected models is available under the “Best m x s” box.

The subsequent row of icons in Figures 15 allows further operations on the models.

The first four icons are used for manual selection of the models:

GUEB T i Wl FE % kol th B5I% Bk Go

S : selects the models to be used for filtering, further analysis, validation, PCA, combined

modeling, etc.

31



U : unselects models.
© : selects all models.

© : unselects all models.

Then other icons are for various tools.
SUGE (T wbr W B8 FNE M 55ks-] th BSIL Bafa (o

T’: deletes unselected models (either unselected (U status) by the QUIK rule, the Cl filter or

manually by the user pressing the icon U ).
SUGE Y w M W ONE R L5~ th BSI BaBa Co
biL : shows the relative frequency of descriptors in the population of calculated models, as in the

following example (Figure 16), where the bars are the relative frequency of the descriptors used

by all the models having a size of 3 variables:
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[l view selected models variables statistics g@@l
B @
Model vars: |ERERINNNNN ~
Selected models variables: 3
Rel. Freq.
nHEDon

0.3335

0.292-

0.2504

0.208

0.167

0,125+

0.083

0.042 BCUTw-11 maxwHBa TopoPSh

nHEint3
0.000

Figure 16. Relative frequency of descriptors in the population of calculated models

This tool is informative on the most modeling descriptors in the resulting model population.
SUGE T ) & FNE %Skl th 551 Bk Go
st
i : plots the average values (with their standard deviation) of R*and Q;,, in relation to the

number of modeling variables. This is used to evaluate the model performances vs. the size of
the developed models, and whether any overfitting in the resulting populations of models exists.

In fact, it is known that R* values increase when one descriptor is added to the previous one,

while Q;,, values only increase until useful descriptors are added. Thus, if “noisy” descriptors

are added to the model (from 4 variables in Figure 17), QZOO will decrease, showing that the

predictive power of the model could be deceptive.
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[ Average models R2 vs. 02 |'._|['E|rg|
=
Ca—
Number of variables vs. R2 and Q2 SvErate Q2 Labeltype: |Mane ~
R2and Q2
0.991 ¢ L]
3 : i i 3 ¢
0,955 i ®
: { * s
] [)
0318 E [ = min
é ? T [ ¥ maw
D.BSZ—; [~ ¥ min
0.345 °
0.805]
0.773]
0.736]
0.700- T T T T T T T 1
2 3 4 5 ] 7 8 9
Mumber of variables

Figure 17. Plot of R2 and Q%00 average values vs. number of modeling variables

SUGE T iz (@) §E b 5kso] th B8 B Co

Loo
LOF: plots the values of Q;,, vs. LOF. This is used to evaluate the models performances in

predictions (Q;,,) Vs. the performances in fitting (LOF, which accounts also for the number of

descriptors used in the models).
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Bl q2i00 vs. Lack Of Fitting E]@

=N
Q2loo vs. LOF * anis: J2l0o
LOF
==X ' awis: LOF hd
0.502 €ED;
Ve Label type: |ID -
o &
(a3 [~ Enable/disable single labels
0,451 @ =
=N ey =57 - o [
1 @ 9%
) % © v ™ ®max [DEzEETO07EA0ZE
{41 ()
o B [~ min
0.435 9 ma ’7
o
0,416
@
0,395 ﬂ'@ @
”
0.374]
v
0,352+
0.331 T T T T T T @I) 1
0,596 0,625 0,653 0.682 0.711 0,740 0,763 0,797 0.526
Qzlon

Figure 18. Plot of @° .00 vs LOF

This graph (Figure 18) can help in the selection of the models with the best compromise
between high predictivity (high Q;,,) and small dimension (low LOF) (as, for example, the

model 6 in the figure above).

SUGE® ¥ wtw (W) NE % S5ks<) th B Bafa o

: visualizes the performances of the selected model, both in tabulated and in graphical form,

as explained in Section 8 (“Analysis of Single Models”).
SUGE® Y wte HF & (M)F h i5fs-] th BSIM Rk Co

) : applies the internal validation tools (LMO, Y-scrambling and random responses/descriptors

techniques) on the selected models: see section 7 (“Models validation”) for further details.
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SUGE® T Wbt H & @h,f,iﬁ'-z.av th

b ™ Ba Ba Co

. applies the external validation tools (RZ,,, 02, Q2,, Q2,, CCC, r> and Ar’) on the

selected models: see section 7 (“Models validation”) for further details.

SUECE Y b=

s §E K e D th B BB Co

he : calculates and count the structural outliers (X-outliers, i.e. those with leverage values above

the h* value (see Section 8, “Analysis of single Models”) and the residual outliers (Y-outliers, i.e.

those with predictions above a user defined standardized residual threshold, in this case set

using the “Res. std” list box). When the icon is pressed the following window appears (Figure

19):

[0 view counting of the out of limits cbjects

= Sort by |High leverage (= h“‘)j Ordet: |Descending

Show  |Mame  w

CEX

Mame |High leverage (= h™) |Pred. by model eqg. res. |Pred. by LOO res, |

137641-05-5 10
122931-48-0 10

111991-09-4 5
104040-78-0 4
074223-64-6 4
114369436 4
119446-68-3 4

150114-71-9 3

11
a
9
a

[= Q= R e R e T e B e B e [ R s R e B T e I = = )
el (==}

(=2

D = 0D O 0O = O O O OO 0O OO0 e

|

Figure 19. View counting of the out of limits objects.

36



The first column in Figure 19 reports the name of the chemicals (CAS number in this example;
the user can also decide to visualize the molecule ID, selecting it on “Show” dialog box, in the
upper right part of Figure 19). The other columns report the number of models in which each
chemical is classified as X-outlier (column “High leverage (>h*)”) and Y-outlier for responses
predicted by model equation and by LOO (columns “Pred. by model eq. res.” and “Pred. by LOO

res.”, respectively). All chemicals are colored according to the status: yellow for training set,

blue for prediction set and red if the experimental response is unknown.

In the above example: the first row means that for the chemical “137641-05-5" there are 10
models having it as an X-outlier, 11 models predicting it Y-outlier by applying the model
equation and 13 models predicting it as Y-outlier by LOO. This tool is useful in highlighting
possible common outliers that the GA population of descriptors selected by GA is not able to
model and that could be deleted from the dataset, because they are out of the applicability
domain of the population of models.

Once this window is closed, the X- and Y- outliers will be counted for every model in the list of
the main window, as in the following example (Figure 20):

M. -outl, und. mod. eg. |M. ¥-outl. over. mod. eq.|M. ¥-outl. und. LS [N, Y-outl, over, LOO |B. E-outl, M. out AD

z i} z a 1 1
3 0 3 a 4 5
3 0 3 a 4 5
2 0 2 a 1 1
2 0 2 a 1 1
3 2 3 z 7 7
3 2 3 Z 7 7
3 0 3 a [} 7
3 0 3 a [} 7
4 0 4 a 2 3
4 i} 4 a 2 3
3 2 3 z S S
3 2 3 Z 5 5
3 0 3 a 2 2
3 0 3 a 2 2
z i} 3 a i} i}

Figure 20. Tabulated values of structural and response outliers for each model.

Each row is a different model while the columns have the following meaning:

37



“N. Y-outl. und. mod. eq.” is the number of Y-underestimated outliers (i.e. those with the
standardized residual smaller than the threshold value set by the user) calculated using the
model equation.

“N. Y-outl. over. mod. eq.” is the number of Y-overestimated outliers calculated using the model
equation.

“N. Y-outl. und. LOO” and “N. Y-outl. over. LOO” have the same meaning as the two above,
except that responses are calculated using LOO predictions instead of using the model

equation.

For a precautionary approach, in cases of toxicity models, it is suggested to select, among
models with similar performances, those with the least number of chemicals underestimated as

less toxic.

“N. X-outl.” is the number of structural outliers using training and prediction chemicals while “N.
out AD” is the same, but adding the prediction for the compounds without the experimental
response (Unknown).

For a more reliable modeling, it is suggested to select, among models with similar
performances, those with the least number of chemicals out of AD (thus models with highest
number of interpolated predicted data and lowest number of extrapolated predictions).

SUEE Y Wk WfF B §FF ha'FEt%S'E-E'@EnEn Co

MC +
The icons th,“"‘ and [ are related also to the external validation parameters and will be

explained in the Section 7 (“Model validation”).
SUGGE Y ks LiF M & R 55fes <] th '-?rﬁ@é

The icons Fr and Fr are used for the selection of the most diverse models to be averaged in

the Combined modeling E“, see section 9 (“Combined modeling”) for further details.
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7. Model validation

Since the number of calculations required by the model validation is very large and involve
random data, at this point it is suggested to save the project (as .gsi), in order to prevent
possible crashes and data loss.

During model calculation, only the cross validated and external validation criteria that require
few calculations (e.g. RMSE, MAE and PRESS) are automatically computed and included into
the output. If additional criteria, more demanding in terms of calculations, are required, the
following dialog (Figure 21) for internal validation can be visualized (automatically) by the single

model option from the Data setup (see section 4) or (manually, pressing the icon, or clicking
the corresponding popup menu item) from the “View and select models” dialog (see section 6).
The first box contains four techniques for internal validations that require a high number of
iterations (this is why they are optional).

Internal model validation g]

W LMO lzoon v |iter. |30 | % pred.
[v -scramble m iker.

[ Rand. Desc. I—_|

| Rand. Resp. I—_|

Zancel | Yalidate

Figure 21. Dialog for internal validation

The first one is the Leave More (or Many) Out (LMO) technique (Wehrens et al., 2000), that
iteratively excludes at random, from the training set, a certain percentage of chemicals to be
used for predictions. The number of iterations can be selected using the “iter” list box, while the
percentage of prediction elements (over the entire training set) can be selected using the “%
pred.” list box (set as 30% by default). The average results of the procedure will be found as

QEMO [Q2LMO] (squared brackets are here used for the criteria names used in QSARINS).
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Those values must be significantly near to Q;,, of the model, and the randomized values

of QEMO , of all the iterations, must be not too dispersed.

The “Y-scramble” list box calculates iteratively a certain number of models (see corresponding
“iter.” list box) shuffling at random the experimental responses (Rucker et al., 2007). The results

(R} scrmmms » BMSE Average y.scramsie and Q) ceanse ) Will be stored as [R2Yscr] [RMSE AV
Yscr] and [Q2Yscr]. R* and Qfoo of the model under test must be reasonably higher than the

scrambled ones, as well as the RMSE of model under test must be reasonably smaller than the
scrambled ones, to exclude chance correlation in the original model. A similar concept is applied
to the “Rand. Desc.” and “Rand. Resp.” options. In the first case the responses are iteratively
generated at random within the range of the true responses, while in the second case the
descriptors are iteratively generated at random within a reasonable range of true descriptors

(Ricker et al., 2007). As before, in both cases R*> and Q;,, of the model under test must be
reasonably higher than the ones of the random models (R, resp [R2YMNA], Qrvp rese [Q2YMNA]

and R:yp pesce [R2XNd], Qrvp pescr [Q2Xrnd]). The second case will exclude that the original

modeling descriptors are just numbers selected by chance, thus without any structural meaning.

. T . . . o .
Pressing the button (or clicking the corresponding popup menu item), it is possible to
perform the external model validation (that will be asked automatically if we are calculating a

single model during the data setup, see section 4) of the following validation criteria: R,
[R2ext](external determination coefficient), Qﬁl (Shi et al., 2001)[Q2-F1], Q§2 (Schitrmann et.

al, 2008)[Q2-F2], Q;, (Consonni et al. 2009, 2010) [Q2-F3], CCC (Lin, 1989)(Chirico and

Gramatica, 2011, 2012) [CCC ext], E (Ojha et al., 2011) [r2m aver.] and Ar. (Ojha et al.,
2011)[r2m delta].

In relation to the external validation criteria, in the “View and select models dialog:

SUGE T i i B WNE W 5hsJ(th) B B G
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The icon th visualizes the following dialog (Figure 22) concerning the external validation

criteria thresholds.

Change thresholds g|
4 = 4 =
Qe-Fl  o70 = Q&F2 o700
H = =
Q2-F3 0,70 — CoCex  |0.85 —
r2m aver. |0.65 j r2m delka |0.20 j
Cancel | Arccepk |

Figure 22. Dialog for setting the external validation thresholds

The user can then set the thresholds of the external validation criteria (Q, [Q2-F1], Q;, [Q2-

F2], Q;, [Q2-F3], CCC [CCC ext], E [r2m aver.] and Ar. [r2m delta]) here proposed and

applied, as in a recent paper, where comparable thresholds were defined (Chirico and
Gramatica, 2012).

These values for the external parameters are used in counting how many external validation
parameters are fulfilled by the model, this number is found in the “N. ext. OK” column of the

models list in the “View and select models” main window

SUEE® Y WkE* LF & hi L5les - thF:'nF:'n Co

McC
DM : pressing this icon the Multi-Criteria Decision Making score will be calculated.

7.1. Model selection by MCDM

The Multi-Criteria Decision Making (MCDM) (Keller et al., 1991) is a technique that summarizes
the performances of a certain number of criteria simultaneously, as a single number (score)
between 0 and 1. This is done associating to every validation criteria a desirability function
which values range from 0 to 1 (where 0 represents the worst validation criteria value and 1 the
best). The geometric average of all the values obtained from the desirability functions gives the
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MCDM value. By default, pressing the Calculate button, the MCDM of fitting (maximizing

R*,R}; and CCCra, while minimizing R>-R},), cross validation (maximizing Q;,,,Q;,, and

CCCy, while minimizing R, s ume) @nd external validation (maximizing Q;,, Q;,, Q;, and

CCCex7), are automatically calculated using all the corresponding criteria. If one or more of the
criteria are not available (the user will be warned of this fact), the corresponding MCDM will not
be calculated. The scores will be displayed in the model list respectively as: MCDM fit (fitting),
MCDM cv (cv = cross validation = internal validation), MCDM ext (external validation) and
MCDM all (calculated using all the criteria used for MCDM: fitting, cross validated and external).
The model with the best MCDM compromise among the selected validation criteria will be
sorted as the best, in the “View and selects models” window using the “Sorted by” option.

B— this option plots the values of MCDM for external prediction vs. MCDM on fitting, as in the
following example (Figure 23):

[®T MCDM fitting vs. MCDM external Q@E|
B ©

MCDM ext vs. MCDM fit
MCDM fit

' ais: MCDM fit a7

ey, (32)
0.9235 = 845 ) { 848
e it v =
= =

0.875+

=
601

[ Single labels
Double click on data point to select

I Xmin  [D2zeazeesaissr
I %me:  [DEedreccesioses
0.781 753 [~ min [0544326a98520932
. I Yme:  [DezsseroeszedE

0.828

0.7334
0.686]
77
oisan] Gere B
b2
T =
0.592-] =
E
@G =
0.544- T T T i T T T 1
0.228 0.308 0.387 0.467 0.546 0.626 0.705 0.784 0.864

Figure 23. Plot of MCDM ext vs. MCDM fit

In Figure 23, the model 793 has very good fitting performances, but it is not externally predictive,
while for instance model 730 has very good performances in external predictivity while it is not
satisfactory for fitting. Models in the upper-right zone of the Figure 23 (circled) show the better
compromise between fitting and predictivity, and should be selected as the best models.
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8. Analysis of single models

This option is used to explore a QSAR model in full details (Gramatica et al., 2012), both in
tabulated and in graphical form, to assess its performances. This function can be accessed in

two following alternative ways:

1. Click the button “Single model” in Data setup dialog (Section 4) to analyze a model
based on the selected descriptors in that step.

2. Select one model from the list of calculated ones, as reported in section 6, “View and
select models”

Here it follows an example of the single model dialog box (Figure 24):

@Model: nBonds52 maxHBa MAXDPZ MW

EH [(E® ®RB L [0 b EE B 0

Variable |CoeFF. |de. coeff. ‘Shd. err, (+/-) Co. int, 95% |p-value »

Intercept  |-0.3296 0.1750 _0.0621

nBondss2  |-0.0659  |-0.2477  0.0103  0.0205 0.0000

MAXDPZ 07233 0.5337  0.1441  0.2853 0.0000 v

(Fitting criteria) ~

R2: 0.8481 R2adj: 0.8430 R2-R2adj 0.0051 LOF: 0.5664 -

Kok 0,4147 Delta k: 0.0393 RMSE tr: 0,7044 MAE tr: 0,546

RSS tr: 62.0228 CCCtr:0.9178 5107189 F: 167.5028

(Internal validation criteria)

02oo: 0.8352 R2-02l0o: 0.0123 RMSE cv: 0.7337 MAE cv: 0.5785 5

Std. res. thresh. 2.5 «

D [Name  [status |Exp. endpoint |Pred. by madel eq. |Pred.Mod.Eq.Res. [Pred. LOO [Pred. LOO Res. [HAT ifi (h*=0. 1200)[5td.Pred.Mod.Eq. Res|Std.Pred.LOO Res. | &
142|CHEM-142 Training | -1.7684 -1.8206 -0.0522 -1.8218  |-0.0533 0.0218 -0.0734 -0.0750
143|CHEM-143 Prediction | -0.4767 -1.2714 -0.7947 - 0.0243 -1.1134 -1.1134
144 CHEM-144 Training | -0.4767 -0.6455 -0.1687 0.6483  |-0.1715 0.0164 -0.2366 -0.2406
145 CHEM-145 Training  |0.2222 -0.4360 -0.7182 0.5433  |-0.7715 0.0691 -1,0354 -1.1123
145 CHEM-146 Prediction | -1.0704 -0.0293 1,0405 s s 0.0564 1,4393 1,4393
147|CHEM-147 Training | -2.2968 -2.0358 0.2610 20236 [0.2742 0.0480 0.3721 0.3908
143 |CHEM-148 |Prediction | -0.4767 -0.5302 -0.0535 = = 0.0258 -0.0754 -0.0754
143 |CHEM-143 |Prediction | 0.2222 -0.6336 -0.8558 = = - EEE -1.3032
150 | CHEM-150 Prediction | -0.7302 -0.7753 -0.0457 - 0.0357 -0.0647 -0.0647
151 CHEM-151 Training | -0.4767 -1,4180 -0.9412 14428 |-0.9661 0.0258 -1,3254 -1.3615
152|CHEM-152 Training | 0.3218 11712 -1,4330 -1,2187 |-1,5405 0.0308 -2,1035 -2.1767
153|CHEM-153 |Prediction | 4.7330 3.1653 -1.5676 S S 0.0440 -2,2302 -2.2302
154|CHEM-154 Prediction | -1.5978 -1.0221 0.5757 s s 0.0250 0.8110 0.8110
155 CHEM-155 Training | 0.7005 -0.6691 -1,3696 07112 |-L417 0.0298 -1,9341 -1.9936
156 CHEM-156 Training | -0.7927 -0.07% 0.7131 0.01% [0.7732 0.0777 1.0328 1.1198
157 CHEM-157 Prediction | 1.1642 1,2075 0.0432 2 B 0.0230 0.0609 0.0609
158 |CHEM-158 Training | -1.8417 -0.9937 0.8481 0.9748  |0.8669 0.0217 1.1977 1.2132
153|CHEM-158 Training | 1.9693 1,9843 0.0150 19850  |0.0157 0.0443 0.0213 0.0223
160 | CHEM-160 Prediction | -0.8937 -0.3711 0.5287 = = 0.0253 0.7450 0.7450
161 CHEM-161 Prediction | -0.4447 -0.5145 -0.0698 - - 0.0233 -0.0982 -0.0982
162 CHEM-162 Training | -1.0704 -0.6145 0.4558 0.5953  |0,4750 0.0404 0.6472 0.5745
163 CHEM-163 Prediction | -2.1732 0.0743 2.2475 = = 0.0962

164|CHEM-164 Prediction |0.4662 0.6608 0.1947 E E 0.0191 0.2734 0.2734
165 | CHEM-165 Prediction | -1.0704 0.0507 11211 = = 0.0233 1,579 1.5779 v

Figure 24. Single model dialog box
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The first two icons on the first row in Figure 24 allow to copy () on the clipboard and save

models data (n), the subsequent icons (@ £ B¢ EE [0 R R ub 5 [BX |ﬁ)display

the model performances in graphical form, the icon Ra displays the PCA (score plot and
loadings plot) of the model descriptors (useful for the check of the structural domain of the

selected model), while the last icon (E) displays the correlation matrix of the modeling
descriptors. If additional information (QMRF and/or the related .sdf file with modeling

aMm
descriptors) about the single model file (.smd, see below) is available, a *F and icons will
appear to the right.

It is here recalled that in addition to the icons the user can use the popup menu to select the
tools/options.

The save model option (E) proposes two files type: *.txt and *.smd. The first one saves the
model data as displayed in the dialog, using a text file format, while the second one saves the
model itself, as a custom file (*.smd), to be applied later using new chemicals (see also Section
10.2, “Apply developed model”). In order to be available to QSARINS, these files must be
located in the “models” subfolder of the main QSARINS folder, as exemplified in the following
figure (Figure 25):
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Figure 25. Single model file (.smd) folder location

licence_w2Z2.qsl
File 5L
11 KB

If the user wish to add its personal QMRF as a .pdf file, is suffices it has the same name of the
model and is put in the same folder (e.g. if the model is PBT.smd, the pdf file must be PBT.pdf).

This also applies for the .sdf files. The RF and icons will be activated at the next launch of
QSARINS when the single model data are requested.
The upper data grid in Figure 24 displays the model equation coefficients, the standardized
coefficients, standard error, the confidence intervals (Co. int. 95%) of the regression coefficients
and p-value. It the ratio of the interval of confidence and the descriptor coefficient (or the
intercept) is greater than 1, the corresponding cell will be highlighted in red (as in figure 24).
This is because when such ratio is considered (arbitrarily) too high, the coefficient/intercept,
thus as a consequence the model, should be considered suspect. The same happens for the
significance (p-value) of the coefficients/intercept (that is related to the corresponding interval of
confidence). If their value is too high, in this case a p-value greater than 0.10, the corresponding
cells are highlighted in red. If the value is considered borderline, i.e. between 0.05 and 0.10, the
corresponding cell is highlighted in yellow, and the models should be considered with caution.
The middle data grid contains the statistics concerning the model performances, organized in
the following manner (statistics name in QSARINS are reported in squared brackets):
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Fitting criteria: R [R2], R}, [R2adj], R* —R., [R2-R2adj], LOF (Friedman lack of fit criteria)
[LOF], K [Kxx] (inter-correlation among descriptors), AK (difference of the correlation among
the descriptors (K, ) and the descriptors plus the responses (K, )[Delta K], RMSE [RMSE tr],
MAE [MAE tr], RSS [RSS tr], CCC [CCC tr], s [s] and F [F].

Internal validation criteria: Q;,, [Q2loo], R’ -Q;,, [R2-Q2loo], RMSE [RMSE cv], MAE
[MAE cv], PRESS [PRESS cv], CCC [CCC cv], O}, [Q2LMO], R; ¢ pmme [R2Yscr], RMSE
Average v.scramse [RMSE AV Yscrl, Oy scpume [Q2YSCH], Ry pescr [R2Xrndl, Qg pesce

[Q2Xrnd], R;ND—RESP [R2Yrnd], Q;ND—RESP [Q2Yrnd].

External validation criteria: RMSE [RMSE ext], MAE [MAE ext], PRESS [PRESS ext], R;,,

[R2ext], Q7, [Q2-F1], Q7, [Q2-F2], and Q;, [Q2-F3], CCC [CCC ext], r_ [r2m aver.] and Ar’

’ 'm

[r2m delta].

After the external validation criteria, the angle of the regression line of the external data points
respect the diagonal (perfect agreement between experimental and predicted data) is reported.
All statistics for evaluating the Golbraikh and Tropsha method (Golbraikh and Tropsha, 2002),

and details of the . statistics, are reported, both for predictions by LOO and from predictions

on the external data set (if available) as in the following example:

Predictions by LOO:
Exp(x) vs. Pred(y): R2:0.7928 R'20:0.7611 k':0.9894 Clos': 0.0400 r'2m: 0.6516

Pred(x) vs. Exp(y): R2:0.7928 R20:0.7912 k:0.9991 Clos: 0.0020 r2m: 0.7610

Obs(x) vs. Pred(y) means that the experimental data are on the abscissa (x) and the predicted

data on the ordinate (y), the opposite is applied for Pred(x) vs. Exp(y). R2 is the value of R*
calculated for the experimental vs. predicted regression line, R’20 is calculated forcing the

regression line to pass through the origin (R,’), k' is the slope of the regression line, Clos. is the
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closeness between R, and R*. Those statistics, except r, can be used for the Golbraikh and

’

Tropsha method for model evaluation. All statistics without the ’ (apostrophe) symbol are

calculated exchanging the axis.

The “Std. res. thresh.” list box is the threshold value, in standardized residuals units, used for
determining the response-outliers (Y-outliers).

The last data grid in Figure 24 shows the details of the chemicals used in model calculation,
providing the following information: ID, Name, Status (training, prediction, excluded),
experimental endpoint value (“Exp. endpoint”), predicted value using the model equation (“Pred.
by model eq.”), residual calculated using the model equation (“Pred.Mod.Eq.Res.”), predicted
value calculated using cross validation (“Pred. LOQ”), residual calculated using cross validation
(“Pred. LOO Res.”), leverage values (diagonal elements of the HAT matrix “HAT i/i” highlighting
those with h value > h*”, defined as 3p’/n, where p’ is the number of the model variables + 1 and
n is the number of training compounds) (Atkinson, 1985, Gramatica, 2007), the standardized
residuals both predicted from the model (“Std.Pred.Mod.Eq. Res.”) and predicted by cross
validation (Std.Pred.LOO Res.), highlighting those above or below the standardized residual
threshold (“Std. res. thresh. list box).

Note that after pressing the icon Fr and visualizing the Score and Loading plot related to the

PCA analysis of the model descriptors, new columns containing the PC Scores for every
compound became available at the right of the “Std.Pred.LOO Res.” column (Figure 26).
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@Model: nBonds52 maxHBa MAXDPZ MW

H [E® [ReB &L R M Ra | F=

Wariable Coeff. Std. coeff. |[Std. err. {+/-) Co. int, 95% |p-value ~
-0.3296 0.1750 E|

nBondsS2  |-0.0659 -0.2477 0.0103 0.0000

maxHBa -0.3328 -0.91561 0.0422 0.0000

MAXDP2 0.7239 0.53597 0.1441 0.0000 '

(Fitting criteria) A

R2: 0.8461 R2adj: 0.8430 R2-R2adj: 0.0051 LOF: 0. 5564 ]

Kook 0.4147 Delta K: 0.0933 RMSE tr: 0.7044 MAE tr: 0.5546 -

RSS tr: 62,0228 CCC 1r: 0.9173 5! 0.7189 F: 167.5029

(Internal validation criteria)

Q2loo: 0.8352 R2-02loo: 0.0123 RMSE cw: 0.7337 MAE cw: 0.5785 ]

Std. res. thresh, (2.5 +

(=13

Pred. LOO Res.|HAT ifi (h*=0.1200) |5td.Pred.Mod.Eq. Res.

|5td.Pred.LOO Res. |PC1 (EVe% = 53.92%%) [PC2 (EV% = 29.09%) |PC3 (Evek = 15.44%) |Pc4 EVSE = 1.54%) ~
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|£

Figure 26. Single model dialog box, where PC columns became available

In addition to the aforementioned tabulated data, various graphs can be visualized, as explained

below.
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. Scatter plot of Experimental endpoint vs. Predictions
£ by model equation

. Scatter plot of Experimental endpoint vs. LOO
= predictions (Figure 27)

[81l Exp. endpoint vs Predicted|by LOO: YP-1/ nHBint2 maxHBint3
=
—
Exp. endpoint vs. Pred. by LOO ® Prediction Label type: [Mone -
Pred. by LOO
6,700
] v Fullinfo
6,103 =}
] o © ™ Single labels
1 o =] Double click on data point to select
] L)
] o]
5.505- o & [~ R min E
] [s] o *
] hd o @ . Ie) [~ ¥ max
] o]
4,905 S . o [~ ¥ min
E o . *
] * [~ max
E © L] o]
4,310 p [ View predicted data regression line
] o]
o] OO [s]
] o Mote: training data are predicted by LOO
E o o cross-validation. Prediction data [when
3713 E o O ‘98 prezent] are predicted by the model
] « . equatian.
[s] o]
] e @ . o
31154 ©
1 o]
L]
3 o
2,515
1.920-Fr e e e e e e e e .
1.920 2.515 3.115 3713 4,310 4,905 5.505 6,103 6,700
¥P-1 nHBint2 maxHBint3 Exp. endpoint
s

Figure 27. Scatter plot of experimental vs. predicted data by LOO (press icon)

On the abscissa the experimental endpoint data are used, while on the ordinate the prediction
by LOO are used. On the ordinate axis, the yellow points (training set) are calculated using the
LOO predictions while the blue points (prediction set) are calculated using the model equation. If

the user press the L& instead, the values for training set (yellow points) are different because
are calculated using the model equation instead of the LOO predictions, while those for the
prediction set (blue points) are the same.
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. | Residual plot of Experimental endpoint vs. residuals
e from the predictions by model equation

.| Residual plot of Experimental endpoint vs. residuals
i from the LOO predictions (Figure 28)

[*1| Residuals of Predicted by LOD: YP-1 nHBint2 maxHBint3
=
EE—
Exp. endpoint ¥s. Residuals ® Prediction Labelyp=: | REHM -
Residuals
2,000
W Fullinfo
1,500
[~ Single labels
Q Double click on data point to select
1.0003 I~ ¥ min T
o
o o o . " [ Hmax
* Q
0.500 S oo - - ¥ min ’7
o
o 0 . fe) . = [ % max
o L% * 9
0.000 -~ %
c ©o % . o @ o
* * o . el
] o % o Mate: training data are predicted by LOO
.50 @ o okl cross-validation. Prediction data [when
E . present] are predicted by the model
o F equation,
@
L]
-1.000] o e
=]
-1.500 5
-2.000 T T T T T T T 1
1.920 2518 3.115 3713 4310 4908 5.505 6.103 6.700
¥P-1 nHBIntZ2 maxHBint3 Exp. endpoint

Figure 28. Scatter plot of the residuals of the predicted data by LOO (press s icon)

On the abscissa axes the values of the experimental endpoints are reported, while on the
ordinate the values of the residuals of the predictions are reported. As in the previous figure the
yellow data points (training set) are the values predicted by LOO, while the blue ones (prediction
set) are calculated using the model equation.
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Williams plot of diagonal hat elements vs.
= standardized residual predictions

Williams plot of diagonal hat elements vs.
= standardized residual predictions by LOO (Figure 29)

[T williams plot - Predicted by LOO: VP-1 nHBint2 maxHBint3

=
© Training
HAT i/i (h* = 0.231) vs. Std. residual @ Prediction Label type: | Mone -
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StdDew: |25 A
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3.000
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Yo e .
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X &
*
zom0g ey
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~+.000 T T T T T T T 1
0.0z24 0.110 0.198 0.252 0.365 0.454 0.540 0.626 0.712
¥P-1 nHBintZ maxHBint3 HAT ifi (h* = 0,231)

Figure 29. Williams plot using data predicted by LOO (press £2 icon)

When residuals cannot be calculated (this sometimes happens for molecules having a very high
HAT value) QSARINS warns the user that these data points cannot be displayed.

On the abscissa the HAT values of the diagonal elements are reported, while the standardized
residuals of the predictions (yellow data points, training set or for the LOO and blue, prediction
set, for the ones calculated using the model equation) are on the ordinate. The vertical line
corresponds to the HAT threshold value of the structural domain (h*), while the dashed
horizontal ones are the user defined threshold (“ResLine” list box in the figure) for Y-outliers.
“Std. Dev.” option allows managing the Standard Deviations in this graph.
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. Insubria graph: diagonal hat elements vs. predictions
[:B
by model equation (Figure 30)
@Insubria graph: YP-1 nHBint2 maxHBint3 g@@
=
© Training
D i & Prediction Label type: | Mone =
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: o
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Z.264 T ) T T T T T 1
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¥P-1 nHBintZ maxHBint3 HAT ifi (h* = 0.231)

Figure 30. Example of Insubria graph (press 2 icon)

HAT diagonal values are reported on the abscissa axes while the predicted data are reported on
the ordinate one. The vertical line corresponds to the HAT threshold value (h*) of the structural
domain. Yellow and, blue data points (training and prediction set) are data predicted by model
equation if the experimental endpoint is known, the data points labeled in red are the chemicals
without experimental data (unknown, predicted by the model equation).
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ub | Leave many out (LMO) plot (Kxy vs. Q) (Figure 31)
¥ | Y-Scramble plot (Kxy vs. R* and Q7) (Figure 32)
Bk | Random descriptors plot (Kxy vs. R* and Q%)
154 Random responses plot (Kxy vs. R* and Q%)
[ LMO: YP-1 nHBint2 maxtBint3
B G
_— Kny vs. 02 LMO ® Mod. g2
1,000
Label type: | Mame label -
0,500
W Single labels
Double click on data point to select
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0,700 W ¥ rin oz
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0.400-
* L 2
0,300+ >
0.200 T T T T T T T 1
0.100 0.144 0,188 0,231 0.27% 0,319 0.363 0.406 0,450
Koy

Figure 31. Scatter plot of LMO models compared to the QSAR model (press i icon)

On the abscissa the correlations among the block of the descriptors and the experimental data
(Kxy) are reported, while the QSAR model performance (Q’ as blue point, labeled as “model
Q2”) and the LMO models performances (Q° as red points) are reported on the ordinate axes.

For robust and internally predictive models the performances of LMO models must be as similar
as possible to the original model performances.
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Figure 32. Scatter plot of Y-scrambled models compared to the QSAR model (press icon)

On the abscissa the correlations among the block of the descriptors and the experimental data
are reported, while the original QSAR model performances (R*and Q° as cyan and blue
points, labeled as “model R2” and “model Q2”) and the Y-scrambled models performances
(R*and Q* as yellow and red points) are reported on the ordinate axes. In this case, the lost of

the correlation between descriptors and response and the “disappearance” of the model must
be evident both in the decrease of the Kxy values and R¥Q? in comparison to the original
model.

The graphs obtained from the Random descriptors (lﬁ) and random responses (@) options
are qualitatively similar to the one of the Y-scramble (in fact the concept behind is similar, i.e. to
destroy the correlation among descriptors and responses) and can be evaluated in a similar

manner.
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9. Combined modeling

In QSARINS it is possible to apply the combined modeling (Gramatica et al., 2004), by selecting

the most diverse models (among the best) in the GA population by PCA of the residuals (icon

IE"") or of the modeling molecular descriptors of the selected models (icon E"'). It is here

recommended to perform a combined modeling possibly only selecting the models of the same

size of variables, in order to avoid wrong calculations in the standardised residuals.

In the “View and select models” dialog (Section 6), Rn calculates the PCA based on residuals

of the selected models, as in the following example (Figure 33):
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Figure 33. PCA based on residuals of the selected models

Ra Calculates the PCA based on the descriptors of the selected models. This is used to check

whether some models are clustered, i.e. they are based on similar structural information, as in

the following example. (Note: the models must have the same number of descriptors)
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Figure 34. PCA based on the descriptors of the selected models

The most diverse models are those more distant in the above two plots (one considering the
predicted responses, the other considering the structural diversity) and should be selected for
the following combined modeling.

S UGG T ks L @& hi "Tls <] th B EnEn

When, using the PCA as a basis, a list of models has been selected, it is possible to calculate

the average of their performances by means of a combined modeling, clicking on the icon Co or

selecting the corresponding item “Combined modeling” from the pop-up menu of the “View and
selects models” (section 6) window.

Co

When the user clicks the icon, all the selected models (status “S”) will be used to calculate

the combined model. Combined predictions are calculated both by a simple arithmetic average
(ACM) and by a weighted average (WCM, Li et al 2008) of the individual predictions.

For the Combined model, QSARINS provides the following information (Figure 35):
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@ Combined modeling
BAE 88 [M[H R R BB [0S0 (G180 (09 O

Selected models

10: 1 model: ATS1s SHSOH VR2 D WTPT-2 s
D: 2 medel: ATS1s SHsOH minsssCH WTPT-2 ]
D: 3 model: ATS1s SHsOH VR1_D WTFT-2

D: 4 model: ATS1s SHsOH minaasC WTPT-2

D: 5 model: ATS1s SHsOH S3aCH WTPT-2

M & madel: ATS 18 SH=OH minaaCH WTPT-2 b
(Fitting criteria) -~
R2ACM: 0.7965 R2WCM: 0,8071 MAEfr: 19,4577 RMSE tr: 28,9070 CCC tr: 0.8795

(External validation criteria)

MAE ext: 20,3951 RMSE ext: 30,1222 CCC ext: 0.8852

Q2F1:0.8194 Q2F2:0.7833 Q2F3:0.7899 I
jin] Name Status Exp. Endpoint  |ACM Pred. Mod.|ACM Pred. LOQ |ACM Pred. Mod.| #

I 5-81-5 inil 290.0000 241.8211

2 000057-55-6  Prediction 187.6000 174.6124 -12,9875

3 000060-12-8 | Training 218,2000 225,3083 2257148 7.1083

4 000060-33-3 | Training 365,2000 342,7307 339.5480 -22,49693

5 000064-17-5 | Training 73,2000 94.6439 96,8821 16,4439

5] 000066-25-1 Prediction 1310000 144.6899 a 13.6899

7 000067-71-0 | Training 233.0000 55.4945 44.9921 -172.5055

8 000071-41-0 Prediction 137.9000 152, 7422 14,5422

9 000075-18-3 | Training 37.3000 39.2329 39.2538 1.9329

10 000075-22-2  |Training 204.0000 202.3396 202, 2080 -1.6604

11 0000779340 Prediction 294,0000 342,1753 = 48,1753

12 000078-35-3 | Training 229,0000 2620044 264.4021 33.0044

13 000073-53-1 | Prediction 215,2000 188.5246 - -26.6754

14 000078-63-3 Prediction 196, 5000 202.8256 a 5.3256

15 000078-70-6 | Training 193.0000 217.3025 217.8040 19,3025

16 000078-83-1 | Training 107.8000 12,2993 130.5544 21.48493

17 000078-93-3  Training 79,5000 99.793% 101.0136 20.2939 bt
< ?

Figure 35. Combined model dialog box

The first box in Figure 33 reports the list of selected models used for Combined (Model ID and
molecular descriptors). The second box reports the statistical parameters for the Combined,
described below (the names in squared brackets are the ones reported by QSARINS).

Fitting criteria: R}, [R2 ACM], R;.,, [R2 WCM], MAE tr, RMSE tr, CCC tr.

External validation criteria: MAE ext, RMSE ext, CCC ext, 07, [Q2-F1], Q;, [Q2-F2], Q;,
[Q2-F3].
The angle of regression calculated on external data from diagonal (scale shift), is used to
evaluate the bias in the external predictions (Chirico and Gramatica, 2012). The data matrix, for
every chemical, lists the experimental data (Exp. Endpoint), the average combined prediction
(“ACM Pred.”, both predicted by the model eq. and by LOO), weighted combined prediction
(“WCM Pred.” both predicted by the model eq. and by LOO, calculated averaging the
57



T E B EEERPEERERERERB®

predictions of the molecules separately from every model), residuals of the average combined
predictions (ACM Pred. Res., both predicted by the model eq. and by LOO), residuals of the
weighted combined predictions (WCM Pred. Res., both predicted by the model eq. and by LOO)
standard deviation of the individual fitting and LOO predictions (“Sd.Pred. fit.” and “Sd.Pred.
LOQ”), minimum and maximum prediction values among the individual models (“Min Pred. fit”,
“Min Pred. LOO”, “Max Pred. fit., Max Pred.LOO”), average leverage value (“Av.HAT i/i"),
standardised residuals of the average combined predictions (Std. ACM Pred. Res., both
predicted by the model eq. and by LOO) and standardised residuals of the weighted combined
predictions (Std. WCM Pred. Res., both predicted by the model eg. and by LOO).

The icons under the dialog title in Figure 35 have the following meaning.

The first icon from the left () copies the results into the clipboard while the second icon (E)
saves the data in a text file. The remaining icons (It is here recalled that a popup menu can be
used for selecting options instead of the icons) can be used to plot various graphs on the

combined model performances, as exemplified in the table:

Scatter plot of experimental endpoint vs. ACM predicted by model eq.
Scatter plot of experimental endpoint vs. ACM predicted by LOO
Scatter plot of experimental endpoint vs. WCM predicted by model eq.
Scatter plot of experimental endpoint vs. WCM predicted by LOO

Residual plot of experimental endpoint vs. residuals from the ACM predictions by model eq.
Residual plot of experimental endpoint vs. residuals from the ACM predictions by LOO

Residual plot of experimental endpoint vs. residuals from the WCM predictions by model eq.
Residual plot of experimental endpoint vs. residuals from the WCM predictions by LOO

Williams plot of average hat diagonal elements vs. ACM. predicted by model eq. residuals
Williams plot of average hat diagonal elements vs. ACM. predicted by LOO residuals
Williams plot of average hat diagonal elements vs. WCM. predicted by model eq. residuals
Williams plot of average hat diagonal elements vs. WCM. predicted by LOO

Insubria graph of average hat diagonal elements vs. ACM predicted by model eq.

Insubria graph of average hat diagonal elements vs. WCM predicted by model eq.

58



10. QSARINS-Chem module

A section of the QSARINS main interface is devoted to a module called QSARINS-Chem

QSARINS-Chem
datab dels | [ranking | .
( Ldatabase] | models ] [ ranking | y 4,y 5jiows the management of a database of chemicals,

the application of already developed and stored models and the calculation of ranking for the

data of interest in the imported dataset. The database management is already provided with
several datasets of chemical structures (Hyperchem, .hin, and MDL MOL format files) with some
end-points of environmental interest (collected and modeled in the Insubria group in 18 years).
The models section includes more than 20 new QSAR/QSPR models, based on descriptors
calculated with the on-line open-source PaDEL-Descriptor version 2.18, ready to be applied to
new chemicals. These models are accompanied by their QMRF (QSAR Model Reporting
Format) and .sdf (with modeling descriptors). User defined datasets and models can be also
easily added.

10.1 Database

Pressing the icon (or, alternatively, selecting Tools->Query database menu item) in
the main screen, the following dialog will appear (Figure 36), where it is possible to query the
compounds included in the database:
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@ Database: 2828 molecules - 6176 data E]E|g|
= CcAs -[ -] € sMnss| | ~|  query
" Emp. form. = Mame | [~ Dataset | J [ Show compounds separately
5
Jiri
I 5
[ =l
-
o =
fi 3
IS fo

Figure 36. Database dialog at its first appearance

The window title reports how many compounds are available in the database, as well as the
number of experimental data here collected (note: if one compound is present in different
datasets, each dataset possesses its own version of the same compound).

10.1.1 Querying the database

Pressing the % button leaving all the other fields blank, as shown in Figure 36,
QSARINS will display all the available molecules (the total number of them is reported at the
right of the Query button), enabling also all pertinent options, as shown in the following figure

(Figure 37):
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E‘] Database: 2828 molecules - 6176 data
cas[ [ [ Csusl | I ] ferco BB @
" Emp. form. ™ Mame | [~ Dataset | J [ Show compounds separately
No. |Name |cas |smrLES |pEcso o.madlogkow  [MP(c)  |pLcso o.myllpECS0 P.subllogsw (ma/ll A
1 Amitrole 0000&61-82-5 c1(Mnc[nH]n1 4.14 -0.86 159 1.92 5.447
2 1,2, 4riazole 000238-88-0 [rH] incnecl 2.84 -0.58 2.14 3.93
3 1H-1,2,3-Triazole-1-acetic ad 004314-22-1 | C{C{=0)0)n1ncncl 3.10 hd
£ >

B =

[~ Show all atomic symbols
[ Hide all atomic symbels
v Color [~ Inv. background

+ | change atom color
2@

[~ Show atomic radius

fe o)
fe 3
IS fo

Figure 37. Database dialog when molecules are queried

Every row in the grid is a chemical extracted from the database. The first column (No.) is an
arbitrarily assigned increasing number, the second (Name) is the name of the compound, the
third is the CAS (when available), the fourth is the SMILES (generated in batch using Open
Babel 2.3.2, starting from the AM1 minimized HyperChem structure), the fifth and the following
are the experimental responses of the corresponding dataset, when available.

As it can be noted in the first row in Figure 37, for each molecule there may be more than one
experimental response. In this case, before visualization, the molecule is automatically detected
and extracted from the database using its CAS number, and the name and SMILES shown are
the ones of the first dataset where the compound is found (in this case pEC50 D.magna). This
behavior allows to condensate the output to the smallest dimension; in case the user likes to

see all the compounds in separate lines with their own “single” experimental responses, which
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could be useful, for example, to verify a new user-defined dataset (see section 10.1.3

“Preparing a user-defined dataset”), the option ¥ 3how campounds separately myst be checked.

The whole database can be explored in different ways: by CAS, SMILES, empirical formula or
by its name.

To query the compounds by CAS, the corresponding radio button must be pressed

o - )
( chs I_ |_ ). The CAS number must be entered in the corresponding edit boxes. If
the CAS is precisely entered in its form 6+2+1, the corresponding compound will be extracted
from the database. If the CAS is partially entered, all the compounds that share the entered part

& casfmooso - oo -

will be extracted: for example will extract all the molecules that share

000050-00 whatever the last box value is, @ EF lm ) I_ ) |D_ will extract all molecules that
share 000050 with the last number being 0, whatever the middle value is. If a number is partially
entered, e.g. 50 in the first edit box, all molecules having the sequence 50 (five-zero) in the first
part of the CAS will be extracted (e.g. 000050-29-3, 025057-89-0 and so on). It is important to
note that some compounds included in the database do not have any CAS number; to
overcome this potential problem, for these chemicals we set an arbitrary and fictitious CAS
number, composed of the correct form 6+2+1. The first six numbers are written using the
notation “XXXUNK?”; the next two numbers are related to an arbitrary ID that identify any single
dataset included in the database (for example, the dataset for BCF-Lu is identified with ID 01,
dataset for Pimephales toxicity with ID 02, dataset for Koc with ID 03 and so on until the last
dataset, with ID 48, in no particular order). The last number denotes the progressive number of
chemicals without CAS in that particular dataset. Summing up, for example, if the Koc dataset
(ID 03) has three different chemicals without CAS number, their assigned fictive CAS in
QSARINS-Chem will be: XXXUNK-03-1, XXXUNK-03-2 and XXXUNK-03-3.

{¥ SMILES |

To query the compounds by SMILES, the radio button must be

Dataset SMILES -| .
| J list box, which allows the user to

selected: as a consequence the following
select different input SMILES types (Pubchem — Epi suite or Dataset SMILES, namely those
calculated with Open Babel 2.3.2) will be activated. If the “Dataset SMILES” option is selected,
all the SMILES in the dataset that matches exactly the one entered will be displayed (this option
is the fastest because it does not need to parse the SMILES and the molecular structure files).
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The second option “Pubchem - EPI suite” parses the SMILES generated by the corresponding
web sites and tools. In this case QSARINS examines the files and, following the canonical
SMILES rules, determines the topology of the molecule: all compounds sharing the same
topology are extracted from the database and visualized.

The remaining ways to query the database are by the empirical formula

(" Emp. Farm. g
( mp. Form ) and by name ('-'" Name | ). Concerning the

latest option, it suffices to enter even a partial name: all compounds sharing the same part of
the name will be extracted.

Instead of using and querying all available datasets, it is possible to query a single dataset,

using the ¥ Dataset option. Once selected, the corresponding list box at its right will be
activated, allowing the user to select one of the stored datasets. Once done, the output will be
similar to the one in Figure 37, except that a new column containing the compound ID given in
the original dataset (ID dataset column) will be shown, as in Figure 38.
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[®] patabase: 2828 molecules - 6176 data

= CcAs -[ o[ ¢ swmes| | | quey | Found: 77 =]
" Emp. form. ™ Mame | v Dataset |Aromat’c Amines mutagﬂ [ Show compounds separately
No. |ID dataset [name |cas |sMmes |Ta100 withs3 | A
1 2, 3-Dimethylaniline 000087-59-2 | ci{c{cfoccc)N)C)C -1.36

2 35 2-Aminobiphenyl 000090-41-5  |clcocf{oct)clc{cooc )M -0.51

3 20 2-Aminonaphthalene 000091-59-8  |cloc2ef{cct)occ(c)M 0.39

4 38 3,3 Dichlorobenzidine 000091-94-1 | clc(eco({c1CHN)c loc{c{cc JN)CI 0.66

5 71 3,3 -Diaminobenzidine 000091-95-2 | cUcfecfcc)clec{c(cc NJNIMIN -1.11

[ 37 4-Aminobiphenyl 000092-67-1  |clcoc{oci)clooo(co )M 0.85

7 9 Benzidine 000092-87-5  |cif{coc(ocl)cloco{oo MM -0.66

8 50 2-Chloroaniline 000095-51-2 | cifcccociN)Cl -2.05

9 74 1, 2-Phenylendiamine 000095-54-5 | cl{c{ccco MM -1.89 v

niline

=

[~ Show all atomic symbols
[ Hide all atomic symbols
v Calor [ Inv. background

+ | change atom color
HE@

[ Show atomic radius

s o
i, o
= =

Figure 38. Database dialog using the Dataset option

After querying the dataset, if compounds are found, some supporting tools will be activated

BE®,

The option copies into the clipboard all the compounds information as showed in the data
grid (additionally, for every response is reported the bibliographical reference) while = does

the same but saving everything into a text file. The option exports the selected compounds
files structures (.hin or MDL MOL) in a user selected folder, as showed here:
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Eﬂ Choose directory
&
[£= Documnents and Settings

[F=r user
== Deskiop

Expart mal | Close

If more than one response is found for a compound, the structure file corresponding to the first
dataset is saved (for example, for the first compound found as showed in Figure 37, only the
structure corresponding to pEC50 D.magna is saved). A note of warning: in QSARINS-Chem all
the original structures were drawn, minimized and computed as Hyperchem .hin files, and all the
MDL MOL structures have been recalculated automatically by a conversion software (Open
Babel 2.3.2). In case of doubts is better to refer first to the Hyperchem files.

So far we have dealt with general tools supporting the queried molecules, but it is also possible
to get more focused data and information using the popup menu:

|sir HL (hours| TA100 with =/ TA9E with 55/lagBCF (L)

o170 4,54
S 170 e me
1icee 170 ad
17 Copy reference
17000 Showw reference. ..
Save selection as texk file,.,

el 17

Export selecked malecules, ..

Change column colar, ..
Reset column color

Change row color. ..
Reset row color

“Copy” will copy only the selected data (one or more grid cells) into the clipboard, adding the
headers when needed (e.g. the response name with the measure unit). If a cell containing a
response is selected, “Copy reference” is activated and this option will copy only the

bibliographical reference into the clipboard (if more than one cell/data are selected, only the first
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on the left will be considered). The same can be done with “Show reference...”, except that in
this case the reference will be shown in a dialog box. “Save selection as text file...” acts as the
“Copy” option except that the output will be directed to a text file. The last option, “Export
selected molecules” will save the structure files (.hin or MDL MOL) as already shown. The only
difference consists in having the possibility to save exactly the wanted compound(s) (not just the
first one found, as shown so far) in a row containing more than one response. To do that, select

the cell(s) corresponding to the response(s) of interest and then “Export selected molecules”

” ”

option. “Change column color...” and “Change row color...” allow the user to choose a
personalized color for the wanted column/row in order to emphasize the data of interest. “Reset

column color” and “Reset row color” reset the selected column/row to the default grid color.

10.1.2 Visualization of molecules structure

In QSARINS it is also possible to visualize the 3D structure of the molecules as in the following

example (Figure 39):

Figure 39. Example of a 3D view of a molecule
At the top of the image is reported the chemical name and below the CAS registry number.

Pressing the left key and moving the mouse, the 3D structure can be rotated (Figure 40):

66



Figure 40. Rotating the 3D view of a molecule

Pressing the left mouse key holding the Ctrl key down on the keyboard it can be scaled (Figure
41):

Figure 41. Zooming the 3D view of a molecule

Pressing the left mouse key while keeping the shift key down the structure can be translated
(Figure 42):

Figure 42. Translating the 3D view of a molecule

The compound image can be copied in the clipboard pressing the icon near the upper right

corner or pressing the right mouse button and selecting “Copy” from the popup menu, while the
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image can be saved (as .jpg or .bmp) pressing the &= icon or selecting the “Save image...” from

the popup menu.

The compound image can be tuned in different ways: “Show all atomic symbols” displays all the
atom symbols (including C and H, which display is disabled by default), while “Hide all atomic
symbols” does the opposite. The “Color” option is selected by default, displaying the molecules
in a black background (as shown in Figures 39-42). When “Color” is unselected, all the atoms
and bonds are displayed in black while the background becomes white (this option should help
for black and white documents). The “Inv. background” button swaps the background and

structure colors.

The element colors follow the CPK rule, but with slight differences in color saturations (e.g. Cl
and F) that are here introduced for the user convenience. The colors can also be changed
(except for C and H) at will using the “change atom color” list box. If this option is selected the
system color dialog chooser will appear, allowing the change in the easiest way. If needed the

new color setup can be saved pressing the = icon below the list box. At the following run of
QSARINS this will become the used color setup. Pressing the G icon, the atom color map will

be reset as default: after that, pressing the = icon, the default map will saved.

The “Show atomic radius” option allows displaying the radius of the atoms as: Empirical,
Calculated and van der Waals.

The atom radius can be displayed in three ways: plain, 3D — dots and 3D — lines, as in the
following figure (Figure 43):
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Figure 43. Display of the atomic radius in the 3D view of a molecule. Upper left: plain. Upper right: 3D-

Dots. Lower: 3D-Lines.

The plain option is used when a quick display is needed, while the others are more demanding

in terms of calculations.

10.1.3 Preparing a user-defined dataset

It is possible to add a user defined dataset to QSARINS, following few simple rules. To make
easier the process learning, it is here explained how the “BFR Henry constant” database has

been built (this dataset has been chosen because of its small size).
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The first step is to create a spread-sheet (using Open office, for example), as done for the “BFR
Henry constant” dataset in the following example (Figure 44):

A B [ c [ D [ F [

1 |ID Name CAS Smiles logH (Pa m3fmal, 25 °C) ASAR & Comb. Sci. 28, 2009, pp 790-796
2 | 28244-triBDE 041318-75-6 cl{cc{cco1Oclcoe(ce 1)BrErEr 0.684
3 | 472244 tetraBDE 005436-43-1 cl{cc{cco1Oclcoe({co1BrBrErEr -0.071
] 9922 4 4' 5-pentaBDE 0B0345-60-9 c1(cc(c(cc10c1ccc(cc1Br)Br)Br)Br'| -D.QQQI
5 (1002244 B-pentaBDE 189084-54-8 cl{ccico(c1Oolcoo{cc1BrENErEr -0.62
6 | 153224455 hexaBDE 0B8E31-458-2 cl{cc{c(cc1Oclce(c{cc1BrErErEy -0.585
7 | 154224 4'5 B hexaBDE 207122-15-4 cl{cc{c(cc1Oc1c{cc{cc1BriErEriEy -1.097
8 |2092,2'33'44'55 66 -decaBDE 001163-19-5 c1{c{c(c(c(c1Oclclc(c(c(c1BrENEY -1.398

Figure 44. Example of a spreadsheet for writing a user-defined dataset

The first column (A) contains the arbitrary ID of the compound used in the original modeling
process of the dataset. The second column (B) contains the name of the compound, the third
(C) the CAS number (if not available, the user could add an arbitrary CAS following the 6+2+1
rule; see above in the paragraph 10.1.1), the fourth (D) the SMILES. The fifth column (E) reports
the experimental value of the response: it is also important to write carefully in the first row the
name of the response (in this case also with the measure unit, “logH (Pa m3/mol, 25 °C)”),
because it will appear in QSARINS-Chem in the main view of the database. The first row of the
last column (F) must contain the reference of bibliography (if there is none, just write “No
reference” or let blank).

Once set up the first row of the spread-sheet, the subsequent rows must contain the
corresponding data and information. Since only the first row can contain bibliographical data, all
subsequent row cells corresponding to Column F must be blank (if filled with data they will be
anyway ignored by QSARINS).

Once finished filling, the spreadsheet must be saved in the “database” folder of QSARINS
(Figure 44) as a .csv text file, with a semicolon (;) as delimiter and no text delimiter, as in the
following example (in this case LibreOffice Calc, other software may have a different dialog
layout):

Export of text files @

Field options
Ok
Character set Western Europe {Windows-1252 fwinLatin 1) %

Field delimiter ; - Cancel

Text delimiter w Help

Save cell content as shown

[ Fizeed column width
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The file name of the prepared file should be representative of the user dataset, since it will

appear as an option in the dataset interface of

QSARINS-Chem (as for example Figure 38,

“Aromatic Amines mutag”): for example “BFR Henry constant.csv” (is better to avoid the use of

dots in dataset names).

Now the user must insert the representative

structure files of its own dataset and the

corresponding folder must be created within the "database” folder, as in the figure (Figure 45):

& QSARINS
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O

(](=1e
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L~
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&«

,-..
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e
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1
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1

.
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g Risorse del computer
\'}J Risorse di rete

Dperazioni file e cartella | #

Dettagli Iiﬁ Rinomina File
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L
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CEX
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0 B B B e _o
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I database
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Figure 45. Dataset files and folders location

The name of the new folder must match the
extension, i.e. “BFR Henry constant”. Within this

name of the prepared .csv file without the

folder, two new subfolders named “mol” and
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“hin” must be created. The corresponding structure files (MDL MOL and HyperChem files) must

be put in these folders.

Concerning the structure file, the ones used by QSARINS for querying and displaying, are the
Hyperchem (.hin) while the MDL MOL (.mol) are optionally used only for exporting purpose.

The names of the .hin and .mol data are fundamental and must match the CAS reported in the
supporting files because this is the way QSARINS can locate them. For example the CAS
041318-75-6 in the example (Figure 44) must have a file named 041318-75-6.hin in the hin
folder, and a file named 041318-75-6.mol in the mol folder.

10.2 Apply developed model

All the stored models (see Section 8, “Analysis of single models”, for further information) can be

used for the prediction of new chemicals, pressing the [models 1icon of the main screen, or
selecting “Tools->Apply developed models” menu item (Figure 1). The following dialog, where
all the available and stored models are listed, will appear (Figure 46):

["n Available models g@g|

Double didk to use model

(BJTAZ D.magna tox i~
(BJTAZ Log Kow

(EYTAZ MP

([EJTAZ O. mykiss tox

(BJTAZ P.subcapitata tox

(EYTAZ 5w

(EYTAZ VP

BFR. Log Koa

BFR. MP

BFR. VP

EDC Estrogen Receptor Binding

Esters D. magna tox

Esters P, promelas tox

GHLI

Log Koc

Metabolic biotransformation fish bl

Figure 46. List of available models
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Double-clicking the preferred model in the list, another dialog appears, which allows setting the
input of new chemicals for their predictions (Figure 47). Now, in QSARINS it is possible to

calculate the modeling descriptors from PaDEL-Descriptor (IaE icon, see below) and
automatically fill the fields reported in Figure 47.

Otherwise, if the user wants to apply its personal MLR model developed with its own
descriptors, a file containing the list of chemicals with relative values of descriptors and the
response must be prepared beforehand, then it must be copied and pasted in the screen sheet
(if experimental data are not available, insert -999). This screen sheet could be also manually
filled. Concerning the data format, while editing, it is obligatory to use the dot (.) as the decimal
separator.

The user must set the number of “Rows” in order to match the number of chemicals to be tested
(if the number of chemicals to be predicted is 100, the user must set the number of Rows to
100).

Eﬂ Add external prediction dataset
WX v EHEEE @ S| Rows |3 :II Accepk | Canicel |
Mo, obj, Mame  |n# [nBondst [Maxopz |nHBDOn Lipinski | PET Index | ~
1 FE 1.024305556 |3 -999 E
2 000094-97-3 |1 |10 1.562808642 |1 -999
3 000095-14-7 |0 |10 0.813148148 |1 -999
4 000130-34-7 |0 |27 4, 758564884 2 -999
5 000131-43-1 |0 |36 5,252644592 3 -999
3 000134-58-7 (0 |7 3,962597503 4 -999
7 O00136-85-6 |0 |10 0,873981481 |1 -999
8 000273-40-5 |0 |10 0825231461 |1 -999
9 000285-36-8 (0 |5 0486111111 |1 -999
10 000285-88-0 (0 |5 (555555556 |1 -999
11 000584-13-4 (0 |5 1069444444 |2 -999
12 000932-64-9 (0 |3 2092361111 2 -999
13 000938-56-7 |0 |10 2,708913454 |1 -999
14 000933-07-1 (0 |8 3665676055 2 -999
15 000939-08-2 (0 |8 3650053855 2 -999
16 000944-91-2 (0 |8 4426095522 |0 -999
17 000947-85-3 (0 |8 4657345522 0 -999
18 000974-79-8 |0 |23 1616750045 |0 -999
19 001028-08-6 (0 |6 £.010805855 2 -999
20 001031-47-6 |0 |13 611215262 2 -999
71 00112354-2 |0 |10 1.438287037 |3 -999
72 001325-58-2 |0 |32 7.238810257 |1 -999 2
—

Figure 47. Dialog for adding external chemicals to existing model
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The first group of icons in Figure 47 ( KX ¥ ) are the ordinary operations of:

: copy selected data to the clipboard

= paste selected data from the clipboard

%: cut selected data (and paste to the clipboard)
X, delete selected data

® : undo last operation

The second group of icons in Figure 47 (E H EEE) simplify the selection of multiple cells: =
extends the selected cells to the corresponding rows, H extends the selection to the

corresponding columns and E selects all data.

By pressing the E icon, the previous functions will alternatively enabled or disabled. When
disabled, the user is allowed to manually edit the grid fields, instead of just paste them from the
clipboard.

As said before, it is also possible to calculate the descriptors from external sources (i.e. PaDEL-

Descriptor software) pressing the o icon. This will open a dialog box asking to select the folder
containing the structural files: once selected, PaDEL-Descriptor will calculate the descriptors
and the output will be automatically loaded in the data grid.

The descriptors of the models provided by default with QSARINS were calculated using the
PaDEL-Descriptor version 2.18, so this version is used, for consistency, when the new

descriptors are calculated.

The descriptors of new models generated by the user (see below) are calculated using the
latest version of PaDEL-Descriptor configured in QSARINS (currently the 2.21, or a new version
updated as described in section 2.1 “Updating PaDEL-Descriptor software”).

On the user preference a popup menu with all the listed options can be used.
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“Rows” option: it must match the number of chemicals to be tested if descriptors values are
copied from external sources or manually written. The correct value is automatically set if

descriptors are calculated using the “Calculate descriptors” option (%E )

Pressing the “Accept” button, the predictions will be explored using the same dialog as

explained in full details in the “Analysis of single models” (section 8).

In QSARINS there is the possibility to redevelop, check, validate and apply to any chemicals
single MLR models, previously developed also by other tools. In QSARINS-Chem more than 20
QSAR/QSPR models, developed by the Insubria group with the freely available PaDEL-
Descriptor (open source software for the calculation of molecular descriptors and fingerprints)

are now implemented and available, with their QMRF and .sdf (also with modeling descriptors)

oM
files, exportable by pressing ®F and icons that will be appear in the Single Model dialog box

(Figure 22).

10.2.1 Configuring user-defined models for descriptors calculation

To add the possibility of calculate automatically the descriptors for user defined models (see
section 8, “Analysis of single models”, to see how to create one) the user must go to the main

window of QSARINS (see Figure 1) and run PaDEL-Descriptor from the icon (E'D) or the
corresponding menu “Tools > Run PaDEL-Descriptor”. When loaded PaDEL-Descriptor, the aim
is to create the configuration files for descriptors calculation. The first step is to set the PaDEL-
Descriptor options as needed and then the configuration files must be saved in the correct place
with the correct names. For example, let us assume the user model is named “user-model.smd”:
from the PaDEL menu “File > Save configuration”, save a file named “user-model.cfg” in the
pad-set folder, located in QSARINS folder, as showed in the figure below (Figure 48). Then from
the menu “File > Save descriptor types” save a file called “user-model.xml” in the pad-set folder
too.
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Figure 48. Folder where to put descriptors configuration files

It is essential that the configuration file names (i.e. “user-model”, in the aforementioned
example) are the same (beware of blank spaces!), and the extensions are the ones required
(“.cfg” and “.xml”), otherwise the descriptors will be not calculated.

10.2.2 Apply developed model: PBT Index example

The PBT Index, included in the stored models available in QSARINS (Figure 46), is also

achievable from the main software window (Figure 1) , where the button (or Tools-
>Apply PBT index model) applies the model, developed and proposed in international journal by
the Insubria research group (Ester Papa and Paola Gramatica, QSPR as a support for the EU
REACH regulation and rational design of environmentally safer chemicals: PBT identification
from molecular structure, Green Chemistry, 2010, 12, 836-843; DOI: 10.1039/b923843c, Hot
Article).
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The original and published model for the prediction of the cumulative Persistence-
Bioaccumulation-Toxic (PBT) behaviour of chemicals, based on DRAGON descriptors (5.5
version, 2007), is the following:

PBT Index = -1.44 (+0.10) + 0.65 (£0.03) nX + 0.22 (+0.01) nBM - 0.39 (+0.06) nHDon - 0.07
(+0.03) MAXDP

n =180, R? = 88.40%; Q%00 = 87.72%; Q% .m0 = 87.73%; R = 0.02; RMSE = 0.52

The molecular descriptors were selected by Genetic Algorithm and their ability in predicting
chemicals not participating to model development (training: 54 chemicals) was preliminarily
verified on external chemicals (126 chemicals): (Q%ext 1) = 80.72%; R? ¢x = 89.27%; RMSEp =
0.72)

The model implemented in QSARINS software is the following, based on freely available
software for descriptors calculation PaDEL-Descriptor (Yap, 2011):

PBT Index = -1.46 (+0.19) + 0.64 (+0.05) nX + 0.22 (+0.02) nBondsM - 0.39 (10.13)
nHBDon_Lipinksi - 0.06 (+0.06) MAXDP2

n =180, R? = 88.89%; Q.00 = 88.25%; Q’Luo = 88.28%;R%s = 0.02; RMSE+s = 0.51;
Q%ext (£1)* = 89%; RMSEp *= 0.49.
*: split model, with 92 compounds in Training set and 88 compounds in Prediction set.

Below, we report an example of how to apply the PBT Index model to a set of external
compounds with or without experimental data, calculating the four molecular descriptors directly
in QSARINS (from PaDEL-Descriptor software).

1) Choose and enter in PBT Index model of QSARINS, pressing on button or
selecting it from the icon;

2) Clicking on “Calculate descriptors” icon (%E) (see Figure 47);

3) Selecting the folder that contains the input file (MDL MOL, .hin, SMILES and so on) for
descriptors calculations, and clicking on “Accept”;
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4) In few seconds, the rows and columns will be automatically filled with the calculated
descriptors (in this case, nX, nBondsM, MAXDP2 and nHBDon_Lipinski) of any studied

chemical;
5) Apply the PBT Index model simply pushing the button “Accept” (see Figure 47);

6) Equation and statistical parameters of the model (including all the external validation criteria),
predicted data and hat values of the Insubria dataset (180 compounds in this case) and your
dataset will be shown (ID > 180, in this case);

7) The user can now visualize the following graphs: Scatter plot, Williams plot and Residual plot
for the compounds with experimental data; Insubria graph for compounds with and without
experimental data (“unknown”). For the explanation of the graphs, see the Section 8 "Analysis of
single models”;

8) The user can save and/or copy the results.

Any other proprietary single model, can be used by QSARINS if it is saved in the appropriate
models folder (see section 8, “Analysis of single models” to see how to generate single models

and save them in the models folder) making it available in the box called by the, or by
the “Tools->Apply developed models.”, from the QSARINS main window, for further application.

In this version of QSARINS more than 20 QSAR/QSPR models, developed by the Insubria
group with the freely available PaDEL-Descriptor software for the calculation of molecular
descriptors and fingerprints, are now implemented.

10.3. Ranking

Once imported a dataset, pressing the icon (or, alternatively, selecting Tools-
>Calculate ranking menu item) in the main screen, the following dialog (Figure 49) will appear,
where it is possible to calculate the ranking of the user-selected columns of the input dataset by
Principal Component Analysis (PCA) and/or Multi-Criteria Decision Making (MCDM):
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[ calculate ranking

E—

N |0 [Mame |statuz  [pLc50 Inhalation RAT |pLcS0 Inhalation MOUSE [plDso oralRaT  |vaper Pressure [sw |~
6 6 000076-13-1 Training 1.7632 3.2007 1.9342 3.8591 1.5136
7 7 000075-14-2 Training 1.7682 2.7735 1.9342 3.6543 1.5135 —
8 8 000075-15-3 Training 1.7682 2.3445 1.9342 3.4506 1.5135
9 9 000075-16~4 Training 1.7682 2,113 1.9342 3. 2904 1.5136
10 10 000075-19-7 Training 2.2399 2.2762 1.9342 2,838 1.0657
11 11 000075-37-3 Training 2.4955 30223 1.85608 1.8318 34025
12 12 000079-38-9 Training 1.7682 2.6535 1.9342 3.8591 1.8379
13 13 000079-52-7 Training 3.7334 4,2974 2.6944 3.8591 1.6757
14 14 000079-53-8 Training 3.7354 3.5415 2,588 3.4506 1.6757
15 15 000093-08-8 Training 3.3292 1,5802 3.4029
16 16 000093-16-8 Training 4.7432 3.4029
17 17 000098-46-4 Training 5.6736 Unselect columns 32,4029
13 18 000093-56-6 Training 3.3292 Change columns MCDM parameters. ., 3.4029
19 19 000116-14-3 Training 1.7632 Set weight ko reach tokal 1 1,8379
20 20 000115-15-4 Trm 2.3108 Select chjects 1.8379
21 21 000121-17-5 Trm 5.6736 Unselect ohjects 34025
22 22 000124-73-2 Training 1.7682 3.7891 1.5135
23 23 000127-21-9 Training 3.7334 4.1217 Select Al 1.6757
24 24 000151-67-7 Training 1.1401 1.9772 Copy 3.4029
25 25 000303048 Training 3.8534 3.7135 1.7298
- Calculate PCA, ..
26 26 000306-83-2 Training 1.1351 1.7494 Calculabe MCDM 3.4029
27 27 0003056-98-9 Training 0.7243 4,3842 -2,8532
28 28 000307-24-% Training 5.8321 3.3841 . -0,0029 o
T Calculate correlation. .. =

Figure 49. Dialog for calculating the ranking of the molecules

In order to calculate the MCDM and the PCA on the imported data, it is necessary to select the
column of interest by the popup menu option “Select column/s for calculation” (“Unselect
columns does the opposite). All selected columns will be coloured in yellow.

Once this is done, the following icons will be activated for the selected data/columns: RA for the

Principal Component Analysis, br for the Multi-Criteria Decision Making (MCDM) and N for
the correlation matrix. The corresponding popup menu items are also activated (Calculate PCA,
Calculate MCDM and Calculate correlation). There is also the possibility to exclude unwanted
rows from computations (that will be marked in gray), because as default they are all selected.
To select or unselect rows for calculations the options “Select Objects” and “Unselect Objects”
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of the popup menu must be used (Figure 49). To select all data and copy to the clipboard, press
“Select all” and then “Copy” options.

Using the selected columns and rows of data, the Principal Component Analysis calculates the
loadings and the scores, as already explained in the “Data setup” section. The correlation matrix
is calculated over the selected columns and rows and visualized as explained in the “View Data”

section.

The purpose of the MCDM is to sort and rank the studied objects (in our case, chemicals)
according to a score that is calculated, by means of a method called function of dominance,
using the weight and the optimality of the user-selected data column (in our case descriptors or
responses). The meaning of the column weight can be roughly summarized as “how much it
influences the calculation of the score”. The sum of the weights of the selected columns must be
1 and, in fact, by default the value assigned to every column is 1 / n. of columns. Anyway, the
values of the weights can be changed by the user selecting the option “Change columns MCDM
parameters...” of the popup menu and using the dialog that follows, as reported here:

(3 mcom setup  [= |[21)[X]

f+ Maximize

" Minimize

Weight |0.25

Cancel | Accept

The “Maximize” and “Minimize” options are related to the MCDM optimality. This options serves
“to tell” to the algorithm, in calculating the scores, whether the values (selected for the ranking)
of the molecules of a column are those near the minimum or the maximum value. For example,
if the selected column is toxicity, the user could like that the best values are those near the

minimum.

Concerning changes in the user-defined weights, QSARINS controls their coherence asking
new values until the total it is not negative and smaller than zero. Since at the end it could be
difficult to reach a total of 1 (usually because of decimal numbers approximations) the option
“Set weight to reach total 1” has been introduced. To clarify its use here it follows a simplified

example: consider having three columns weighted 0.33. The total weight would be 0.99, but the
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user needs to reach exactly 1. Instead of manually weighting one of the columns 0.34 (this is a
trivial example, but in practice it can became tedious when there are lots of columns to be
controlled and summed up) the user can just click the aforementioned option on a column of
choice: its value will then automatically trimmed to reach a total of 1.

Once the desired columns are selected and the weights/optimality are assigned according to the

user needs, pressing the b button (or selecting the corresponding “Calculate MCDM” option
from the popup menu) the ranking scores will be calculated. After that, the rightmost column of
the data grid called “MCDM score” will be filled with the scores. The rows excluded from the
MCDM calculations obtain a fixed value of 0. Selecting the “Ascending” or “Descending” options

MMC
from the “Order” drop list at the right of the PM button the objects scores will be sorted

accordingly. Once the scores are calculated, the S icon (and the corresponding popup menu
“Store MCDM column”) is also activated and its purpose is to store permanently the MCDM
score column in the dataset, for future use. If this step is fulfilled, the column will be stored and
visualized in the data grid and a new empty MCDM score column will be also generated at the
rightmost side.

Note that in the PCA calculated here for ranking purposes, there is also the possibility to
visualize within the graph (Score plot) the obtained MCDM order value for every object
(chemicals, in our case), selecting the “MCDM order” option in the “Label type” drop box (Figure
50). This means that if an object has obtained the highest MCDM score, it must be the first in
the resulting MCDM order, and thus identified with the number 1 (also available in the Ranking
dialog, Figure 46, identified as “No”). If the PCA Score plot is visualized before the calculation of
MCDM, when asking for the score order, every object (chemical) is marked with n.a., since no
MCDM score is available yet (Figure 50 ,left part); after the calculation of MCDM scores, the
MCDM order will be available in the PCA score plot (Figure 50, right part).
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Figure 50. PCA Score plots where is possible to visualize the obtained MCDM order for every object.

When the MCDM score has been calculated, on visualizing the score plot the MCDM order
labels become available and three colours corresponding to three different ranking ranges will
be activated. By default the ranges equally divides the whole range of the MCDM scores order.
For example, in the right Figure 50, 200 molecules are used for ranking: the red color MCDM
ordered scores range from 1 to 66, the yellow ones range from 67 to 132 and finally the blue
ones from 133 to 200. By clicking within the colored edit boxes, the user can change these
ranges. Colored data points, divided by range, allows the user to spot patterns of the objects
within the space of the principal component axis.

Pressing the button, all the selected data will be copied in the clipboard.

11. Validate experimental vs. predicted data

Using the following option it is possible to calculate the validation criteria of a simple double
column of data containing experimental and predicted data, which can be the result of whatever

user model. Pressing the (or selecting Validate experimental vs. predicted data from the
main menu) the following dialog box (Figure 51) appears, allowing the user entering
experimental and predicted data and, optionally, a splitting column (1 for Training Set, 2 for
Prediction Set; if not used, it must be left blank).
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[®] validate experimental vs. predicted data

H X v BHEE E Rows |94 i Accept | Cancel |
Mo, Cbj. Mame |Experimenta| Predicted  |Splitting L
000061-82-5 1,92 gt 1
00o0095-14-7 13,78 3.2867 2
000255-55-0 (2,14 Z2,76585 z
024017-47-8 6,92 5.5032 2
041053-11-5 | 5.04 G.4944 1
041814-78-2 4.41 4,0685 1
04353121-43-3 4.86 4,6944 Z
055179-31-2 5.2 53256 2
055219-65-3 |4.32 4.7439 z
10 0s0207-90-1 |5.62 52111 1
11 0e0207-93-4 (5,12 50287 1
12 056245-85-6 (5.4 4,7544 2
13 065043-33-2 4,01 50727 2
14 07573536-33-3 4.53 5.0362 1
15 076738-62-0 4,02 4,5599 1
16 079953-71-4 4,97 4,9651 z
17 033657-17-4 14,29 4,7646 2
15 053657-24-3 15,31 4,9409 Z
19 085509-19-9 /5,42 58126 1
20 086595-92-7 |5.79 5.7437 1
21 0358671-89-0 5,16 4,5301 2
22 0943561-06-5 (4,19 4,9547 z 3z

Figure 51. Dialog for adding experimental and predicted data for validation.

For entering the data, the dialog works in the same manner as in section 10.2 “Apply developed
model”, so it is suggested to read it as a reference.

Pressing the button “Accept” the validation criteria are calculated and a dialog box with the
results appears.

If a splitting column is provided, the dialog box shows the validation criteria separating those of
the training set from those of the prediction set, as in the following example.

83



VALIDATION CRITERIA X]

(Training validation criteria)
REMSE =0.5231

MAE = 0.3991

Rz =0.7959

CCC =10.8882

k= 1.0000

k'=0.9373

(Prediction validation criteria)
RMSE = 0.5470
MAE = 0.4195
Q2-F1=0,7191
02-F2=0.7190
Q2-F3=0.7301
CCC = 0.5254

k= 0.9920
k'=0,9938

rzm aver, = 01,5543
rZm delta = 0.2499

If no splitting column is provided, no prediction set validation criteria can be calculated (e.g.

Q; ), so the list is shorter, as in the following example.

VALIDATION CRITERIA [X]

Y

RMSE = 0.3964
MAE = 0.2952

Rz =0,7561

CCC = 0.8667
k=0,9927

k' =0,9954

rZm aver, = 0,6588
rzm delta = 0,1490

After the validation criteria dialog box, the plotting of predicted vs. experimental and the plotting

of the residuals will appear, as exemplified in Figure 52.
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Figure 52. Graph of predicted vs. experimental data and residuals.

85



Additional information

QSARINS can be used for every modeling work involving Multiple Linear Regression (MLR)
calculations, based on Genetic Algorithm for variable selection and Ordinary Least Squares
(OLS) as modelling method. Other chemometric tools (Principal Component Analysis (PCA),
Multicriteria Decision Making (MCDM)) for explorative analysis and ranking are also
implemented, thus it is not limited to Quantitative Structure-Activity Relationships (QSAR)
studies. The objects studied in QSAR modeling are chemicals, but they could be any kind of
objects in other modeling studies.

QSARINS-Chem is the module where 2828 chemicals, studied and modeled by the Insubria
group, are available with their 3D structure and experimental responses. In addition, 23 QSAR
models of environmental end-points, based on free software for molecular descriptors (PaDEL-
Descriptor 2.18) are available. These models, supported by their QMRF, can be applied for any

new chemical.

It is important to note that any user can upload personal data sets and models and use
QSARINS to manage them for storing, visualization, modeling, ranking etc.

Contacts

Contacts details for additional information:

- Paola Gramatica (content and general philosophy of the QSAR approach in QSARINS)
E-mail: paola.gramatica@uninsubria, gramaticapaola@gmail.com

- Stefano Cassani (practical application of QSARINS for modeling)

E-mail: stefano.cassani@uninsubria.it

- Nicola Chirico (software development and use)

E-mail: nicola.chirico@uninsubria.it
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Figure Captions

Figure 1. Main window of QSARINS

Figure 2. Import data dialog

Figure 3. Loading of the QSARINS configuration file for PaDEL-Descriptor.
Figure 4. Update of PaDEL descriptor for QSARINS environment.

Figure 5. View data window

Figure 6. Graph of variable profile

Figure 7. Histogram bar chart

Figure 8. Variables scatter plot

Figure 9. Correlation matrix of the imported data

Figure 10. Data setup window

Figure 11. PCA (Score plot and Loading plot) of the selected descriptors

Figure 12. Variable selection dialog

Figure 13. All Subset-Models calculation dialog

Figure 14. Genetic Algorithm-Models calculation dialog

Figure 15a. Population of calculated models (with Fitting and some CV criteria)
Figure 15b. Population of calculated models (with some CV and external criteria)
Figure 16. Relative frequency of descriptors in the population of calculated models
Figure 17. Plot of R2 and Q? oo average values vs. number of modeling variables
Figure 18. Plot of Q% oo vs LOF

Figure 19. View counting of the out of limit objects

Figure 20. Tabulated values of structural and response outliers for each model
Figure 21. Dialog for internal validation

Figure 22. Dialog for setting the external validation thresholds

Figure 23. Plot of MCDM ext vs. MCDM fit

Figure 24. Single model dialog box

Figure 25. Single model file (.smd) folder location

Figure 26. Single model dialog box, where PC columns became available

Figure 27. Scatter plot of experimental vs. predicted data by LOO (press 2 icon)
Figure 28. Scatter plot of the residuals of the predicted data by LOO (press il icon)

Figure 29. Williams plot using data predicted by LOO (press EE icon)

90

03
07
10
11
13
14
15
16
17
18
22
24
27
28
29
30
33
34
35
36
37
39
41
42
43
45
48

49

50

51



Figure 30.

Figure 31. Scatter plot of LMO models compared to the QSAR model (press i icon)
Figure 32.

Example of Insubria graph (press -2 icon)

Scatter plot of Y-scrambled models compared to the QSAR model

(press ¥z icon)

Figure 33.
Figure 34.
Figure 35.
Figure 36.
Figure 37.
Figure 38.
Figure 39.
Figure 40.
Figure 41.
Figure 42.
Figure 43.
Upper left:
Figure 44.
Figure 45.
Figure 46.
Figure 47.
Figure 48.
Figure 49.
Figure 50.
Figure 51.
Figure 52.

PCA based on residuals of the selected models

PCA based on the descriptors of the selected models
Combined model dialog box

Database dialog at its first appearance

Database dialog when molecules are queried

Database dialog using the Dataset option

Example of a 3D view of a molecule

Rotating the 3D view of a molecule

Zooming the 3D view of a molecule

Translating the 3D view of a molecule

Display of the atomic radius in the 3D view of a molecule.
plain. Upper right: 3D-Dots. Lower: 3D-Lines.

Example of a spreadsheet for writing a user-defined dataset
Dataset files and folders location

List of available models

Dialog for adding external chemicals to existing model
Folder where to put descriptors configuration files

Dialog for calculating the ranking of the molecules

PCA Score plots where is possible to visualize the obtained MCDM order
Dialog for adding experimental and predicted data for validation
Graph of predicted vs. experimental data and residuals
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